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(57) A data processing method performed by an in-
formation processing device (50) operating one or more
data processing algorithms enabling artificial intelligence
(51). Artificial Intelligence, Al, is provided by assigning
mental categories from simultaneously collected opera-
tional data (58) originating from a context (10), and hu-
man bio-signal data (45, 46) and human conduct data
(48) relating to human participation (30) with this context
(10). A data processing algorithm comprising artificial in-
telligence acquired in accordance with the method, a pro-
gram product, a method of processing operational data
by a data processing algorithm comprising the acquired
artificial intelligence, and a data processing system are
also included.
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Description

Technical Field

[0001] The present disclosure relates to data process-
ing performed and implemented in an information
processing device, such as but not limited to a computer,
a computing device, a virtual machine, a server, or a plu-
rality of cooperatively operating computers, computing
devices, virtual machines, or servers. In particular, the
present disclosure relates to a method for providing
and/or improving artificial intelligence by an information
processing device, involving a data processing algorithm
enabling artificial intelligence. More specifically, the
present disclosure relates to acquiring, aligning, creating,
generating, deploying, augmenting and modifying artifi-
cial intelligence, by an information processing device,
from processing context-related, and interrelated opera-
tional data and human participation data.

Background

[0002] In general, Artificial Intelligence, Al, technology
comprises the use and development of computer sys-
tems that can learn and adapt to perform tasks without
being explicitly programmed, by using algorithms and
statistical models.
[0003] Al technology is already widely integrated in to-
day’s modern society. Data processing systems using Al
technology have proven to handle and complete rather
complex tasks commonly associated with human beings
with more precision and in less time than would be pos-
sible for humans.
[0004] Learning or training is one of the fundamental
building blocks of Al technology. From a conceptual
standpoint, learning is a process that acquires or imparts
and/or improves the knowledge of a data processing al-
gorithm enabling artificial intelligence by making obser-
vations about its environment or context. From a techni-
cal standpoint, Al learning, specifically supervised AI
learning, comprises processing of a set of input-output
pairs for a specific function for predicting the outputs of
new inputs.
[0005] One category of Al systems presently available
are so-called ’task intelligent systems’, designed to au-
tomatically perform singular tasks, focused on highly spe-
cific technical domains, such as object recognition, facial
recognition, speech recognition, game playing, autono-
mous vehicle operation, product recommendation, or in-
ternet searching. This category of Al systems is generally
referred to as Artificial Narrow Intelligence, ANI, or weak
Al.
[0006] Weak or narrow data processing algorithms en-
abling artificial intelligence are generally trained through
many examples or iterations of their respective task, re-
ceiving performance feedback from an evaluation func-
tion, reward function, loss function, error function, etc. in
order to reinforce or otherwise learn beneficial behavior

and/or unlearn or disincentivize actions that do not lead
to beneficial behavior or intended outcomes within the
given context.
[0007] Reinforcement Learning, RL, is a machine
learning technique that allows data processing algo-
rithms or agents enabling artificial intelligence to learn
by interacting with an environment and receiving feed-
back in the form of rewards or penalties for their actions.
By exploring different approaches and evaluating their
success, RL enables agents to improve by learning or
discovering effective strategies for solving complex prob-
lems. In particular, Deep Reinforcement Learning, DRL,
has emerged as a powerful approach for learning optimal
policies for actions for Al systems. By combining Deep
Learning, DL, which allows for agents to be efficiently
trained on large datasets, and RL which enables agents
to learn from experience, DRL allows agents to learn
complex behaviors and make decisions in intricate envi-
ronments.
[0008] The need for an evaluation function is why many
current Al applications are games such as chess or other
games, where the final game outcome or continuous
game score can serve to evaluate in-game behaviors.
Furthermore, games represent a context of limited di-
mensionality in which the dependencies between Al ac-
tions, context parameters, and game outcome or score
can be successfully mapped. The game speed can be
increased arbitrarily to allow for more training iterations
per unit of time. The DRL approach, for example, was
noticeably demonstrated by employing it for training
agents to play several Atari® and Nintendo® games.
[0009] However, more scenarios, handling multiple,
versatile and/or non-predefined tasks, do not have an
objective evaluation function like a game score, and can-
not arbitrarily be sped up. To interpret actions in more
scenarios in terms of goal achievement, benefit, or ap-
propriateness within the current context or a larger strat-
egy, a human is needed to perform that interpretation.
Humans can distill relevant dimensions or key factors
from situations and evaluate the facts or the events that
are taking place accordingly.
[0010] Experiments have been performed to impart hu-
man intelligence data into the processing of a task intel-
ligent Al system, by human evaluation of a task performed
or proposed by the system, such as a game.
[0011] Human observers may, for example, monitor an
Al data processing algorithm traversing a space perform-
ing various actions, and explicitly communicate whether
or not each change in movement direction or each cho-
sen action is conducive to the goal. In this way, by the
active feedback or guidance provided by the human user,
the system successively learns the best possible policy
or policies to perform a respective task.
[0012] Similarly, there are other instances where hu-
man intelligence is still explicitly required or otherwise
beneficial in the process of training an Al. For example,
a human’s general or specific understanding of the larger
context, including the temporal evolution of events in a
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scene, may be needed to properly identify relevant ob-
jects or events, to correct automatic decisions made by
the Al, or to resolve ambiguity.
[0013] This has led to Al training or learning scenarios
where human observers press buttons or provide spoken
input or otherwise perform explicit ratings to indicate what
is appropriate/inappropriate behavior, to manually pro-
vide labels, or otherwise to generate additional input by
explicitly generating descriptors for concrete pieces of
data such as images, videos, or audio to train a data
processing algorithm enabling artificial intelligence oper-
ated by an information processing device.
[0014] ANI has in recent years reached human-level
or even greater performance in specific, well-defined
tasks through advances in Machine Learning, ML, and
deep learning in particular, by processing larger amounts
of operational or contextual data, among which environ-
mental data, information data, measurement data, con-
trol data and state data of a plurality of devices operating
in a particular well-defined context or environment. Es-
pecially when such data is additionally combined or oth-
erwise associated with data provided based on human
intelligence, such as labels, descriptors, or judgements,
can an algorithm enabling artificial intelligence effectively
achieve or even surpass human-level performance.
[0015] Importantly, however, while human experts
may perform or handle a complex task or operation in a
versatile and/or well-defined context or environment,
they may not always be able to explicitly indicate how
they perform the task or operation and on the basis of
which contextual parameters or variables their interpre-
tation and evaluation of the task or operation is per-
formed, i.e. how a decision or result is reached. There-
fore, the human-generated labels, descriptors, or judge-
ments that ANI relies on for its own artificial intelligence
may not be available for all tasks.
[0016] Non-limiting examples of such complex tasks
or complex operations can be found in the field of health-
care diagnosis and troubleshooting, logistics planning
and scheduling, financial decision making, driving a car
on the road, et cetera.
[0017] For other tasks, labels, descriptors, or judge-
ments can be produced to some extent by humans, but
their production may be limited in scope and difficult to
produce at the scale, complexity, and speed needed to
keep up with current developments in artificial intelli-
gence research.
[0018] The domain of Natural Language Processing,
NLP, is at present the direction in which Al technology
has made its most tremendous and important progress.
Large Language Models, LLM, such as OpenAl’s GPT™

series, have recently achieved impressive results in var-
ious NLP tasks, such as language generation, transla-
tion, and comprehension. Currently, the most successful
LLMs are built using very large Transformer architectures
- a Transformer is a type of neural network architecture
that is based on the concept of self-attention, which al-
lows the model to weigh the importance of different parts

of the input sequence, as well as how they relate to one
another - and are trained using both supervised and un-
supervised training schemes on vast amounts of text da-
ta. By exposing the model to a large amount of text data,
patterns and relationships between words and sentences
are learned thus enabling optimal generation of output
sequences.
[0019] For example, GPT-3 was trained on a massive
dataset of over 570 GB of text data, encompassing
books, articles, and websites. The model consists of 175
billion parameters, making it one of the largest language
models ever developed. The resulting model is capable
of generating coherent and realistic language, answering
questions, and even performing translating text from one
language to another. One of the most remarkable as-
pects of GPT-3 is its ability to perform zero-shot or few-
shot learning. This means that the model can execute
tasks for which it was not explicitly trained, simply by
being prompted with some examples and a description
of the task. For instance, the model can generate a new
text piece on a specific topic, summarize a lengthy text,
or even create computer code based on a natural lan-
guage description of a program. The success of large
language models like GPT-3 has demonstrated Al’s po-
tential for natural language processing and opened new
possibilities for the development of conversational
agents, chatbots, and other NLP applications. An im-
proved version of GPT-3, namely GPT-3.5, was used as
the baseline model for the now well-known, chatbot Chat-
GPT™. ChatGPT™ was developed by finetuning the
baseline model using Reinforcement Learning from Hu-
man Feedback, RLHF. This means that by using manual
feedback from human operators the model performance
was optimized towards matching the point of view of hu-
man preferences, such as diminished bias and better ad-
herence to a set of desired rules.
[0020] Even though RLHF is a powerful tool for ena-
bling human-like behavior in AI models and improving Al
alignment, it introduces its own challenges. RLHF relies
on a large number of human evaluators, is hard to scale
up, and is limited in the amount and type of feedback it
can capture. Moreover, acquiring high-quality feedback
can be slow and hard to obtain as it is highly subjective
and the consistency of the feedback varies depending
on the task, the interface, and the individual preferences,
motivations and biases of humans. These challenges are
further compounded by the limitations imposed by the
Transformer Architecture itself. Being computationally
complex and resource-intensive, Transformers require
significant computational power to run, posing con-
straints on the scalability and cost-effectiveness of the
RLHF implementation.
[0021] Hence, to perform a rather complex task requir-
ing human expert knowledge, the development of Al
training or learning scenarios to train or learn a data
processing algorithm enabling artificial intelligence to
perform such an expert task or operation is very difficult
and very time consuming because of the large training
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and calibration data sets involved, and sometimes hardly
or even not feasible when the expert is not able to outline
his/her strategy to perform the task or operation, or when
the needed information cannot be explicitly produced at
the scale or speed needed by the application due to in-
herent limitations in the communication of such informa-
tion such as via button presses, for example.
[0022] Besides ANI systems, the broader and long-
term goal is to create an Al for handling plural tasks in
changing contexts with intelligence proportional to hu-
man general intelligence, also known as Artificial General
Intelligence, AGI, or strong Al.
[0023] A key challenge in this context is the Al align-
ment problem, which entails ensuring that Al systems are
designed to act in ways that are beneficial to humanity,
aligning their objectives with human values and expec-
tations. Solving this problem requires a profound under-
standing of both Al technologies and human behavior,
along with the development of strategies and mecha-
nisms to align the two effectively. Human values and ex-
pectations are another example of information that is dif-
ficult for humans to verbalize explicitly.
[0024] As will be appreciated, acquiring the necessary
data, and developing training or learning schemes for
training data processing algorithms enabling artificial in-
telligence to operate in various contexts and environ-
ments reflecting the interpretations and decision making
by a human user, including those human mental strate-
gies that may not be readily or explicitly expressible, or
subjective human mental states such as error, surprise,
agreement, understanding, or the like appears practically
using state of the art Al training or learning techniques.
[0025] For various reasons it is also problematic and
difficult to operate data processing algorithms enabling
artificial intelligence handling multiple, versatile, and non-
predefined tasks when working in a real-life or real-world
context. That is a non-predefined or authentic context or
environment, occurring in reality or practice, as opposed
to an imaginary, a simulated, test or theoretical context,
for example.
[0026] One problem in real-life contexts is the absence
of a finite, a priori repertoire of known responses and
states, and the resulting difficulty in identifying which of
any number of perceived states bear specific relevance,
for example.
[0027] The processing, by a data processing algorithm
enabling artificial intelligence of operational data origi-
nating in relation to a real-life context or environment for
performing context dependent valuations, interpreta-
tions, assertions, labelling, etc. presents a further prob-
lem, because this type of operations requires interpreta-
tion of the context or environment.
[0028] For example, paying closer attention to some
aspects or features of the context than to others based
on a general understanding of these aspects or features
and their role in the context as a whole, or based on
creative insight into the role that these aspects or features
may potentially play. This is a judgement no objective

sensor or data processing algorithm enabling artificial
intelligence can make itself, but a human can make such
an interpretation.
[0029] Training of data processing algorithms enabling
artificial intelligence or machine learning systems for op-
erating in a real-life context and environment by a human
user providing active feedback reflecting its interpreta-
tions, for example, is practically not feasible because of
the large training and calibration data sets involved, mak-
ing such training very time consuming and demanding
for a human user.
[0030] Integrating human mental data in the process-
ing of operational data originating in relation to a real-life
context or environment, i.e., rendering the system neu-
roadaptive, presents a further problem because ambigu-
ities and inconsistencies in the relationship between op-
erational data and human mental data of a human par-
ticipating in the context pose a potential source of error
in the processing by a data processing algorithm enabling
artificial intelligence.

Summary

[0031] It is an object of the present disclosure to pro-
vide a method, system and program product for provid-
ing, acquiring, aligning, creating, generating, augmenting
and/or modifying Artificial Intelligence, Al, involving a da-
ta processing algorithm enabling artificial intelligence op-
erated by an information processing device, based on at
least one of human cognitive and affective responses
and interpretations, human expectations, human logic,
reasoning, judgements, and strategies, human values
and morality. A data processing algorithm enabling arti-
ficial intelligence, hereinafter also referred to as an Al-
enabled data processing algorithm, for the purpose of
the present disclosure, is any data processing algorithm
that allows information processing devices or machines
to process data replicating human intelligence.
[0032] It is noted that an Al-enabled data processing
algorithm applied with the method according to the
present disclosure may possess none or may already
possess a certain level of artificial intelligence, for exam-
ple in that the Al-enabled data processing algorithm is
able to recognize objects, devices, living beings etc. that
operate or participate in a context or in that the Al-enabled
data processing algorithm has already been initialized
according to any of the aspects outlined below.
[0033] As such, the act or process of providing, acquir-
ing, aligning, creating, generating, augmenting and/or
modifying Al for the purpose of this disclosure includes
all aspects commonly associated with the training of an
Al-enabled data processing algorithm, including its ini-
tialization or initial creation and its later modification, also
in a continuous fashion, i.e. continuous learning.
[0034] In a first aspect of the present invention, there
is provided a method of providing artificial intelligence
from human participation with a context, in particular a
real-life context, the method performed by an information
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processing device operating at least one data processing
algorithm enabling artificial intelligence, the information
processing device performing the steps of:

- simultaneously collecting or sensing operational da-
ta originating from the context and human bio-signal
data and human conduct data originating from or re-
lating to the human participation with this context.

- identifying mental processes from at least one of the
bio-signal data and the human conduct data, a men-
tal process referring to an aspect of at least one of
human cognition, emotion and individual mecha-
nisms of human information processing;

- assigning mental categories, a mental category re-
ferring to at least one of the mental processes asso-
ciated with an aspect of at least one of the operational
data and the human conduct data, and

- providing the artificial intelligence from applying the
mental categories by the at least one data process-
ing algorithm enabling artificial intelligence.

[0035] This aspect of the method disclosed is based
on the insight that aspects of human knowledge, human
intelligence, human values and morality et cetera, ap-
plied by a human participant in observing, operating or
handling and completing a task or operation in a certain
context or environment, can be efficiently acquired by
sensing and associating human bio-signal data and hu-
man behavior or conduct data of the human participant
in relation to respective operational data originating from
or in that context or environment and simultaneously col-
lected or sensed while performing the task or operation.
This, in turn, relies on the fact that the human brain eval-
uates perceived information automatically, according to
a subjective/personalized model of the world that in-
cludes human experiences, human knowledge, human
innate abilities, a human value system and morality.
These functions of the brain are reflected in the neuroe-
lectric and neurochemical activity of the brain, which can
be measured as bio-signals.
[0036] Bio-signals, in the context of the present disclo-
sure, are body signals that are generated by or from hu-
man beings, and that can be continuously measured and
monitored by commercially available sensors and devic-
es, for example.
[0037] Human conduct data comprise any human ex-
pression, communication and physical activity by a hu-
man participant while observing, operating or handling
and completing a task or operation in a certain context,
such as gestures, body motions, facial expressions, etc.
In the present method, intermediate or final decisions
made and communicated through respective conduct by
the human participant are also regarded as belonging to
human conduct data.
[0038] Operational data may comprise physical data
and/or virtual data originating from the context. The term
virtual data refers to data available from a software pro-
gram or software application operating in a respective

context. That is, for acquiring or sensing this type of data
no separate sensors, measurement equipment or other
peripheral data recording equipment are required.
[0039] The method disclosed is based on the insight
that activity that occurs, or specific patterns of activity
that occur, in the human bio-signal data and/or human
conduct data of a human participant while observing, op-
erating or handling and completing a task or operation in
a certain context or environment refers to mental proc-
esses, i.e. the internal processes that occur with the hu-
man brain, corresponding to specific aspects of human
cognition, emotion or to individual mechanisms of infor-
mation processing by the human participant.
[0040] The behavior or conduct of a human participat-
ing in a context not only may reveal which part of the
context or environment, i.e. the applicable operational
data, is perceived, attended to, or otherwise incorporated
by the human while performing a task or operation, but
may also be informative of mental processes such as the
individual mechanisms of information processing by the
human participant, as well as strategy, logic, or knowl-
edge applied by the human. A human expert, for exam-
ple, may observe just shortly or pay no or less attention
to operational data that, according to his or her knowl-
edge, are less or even not important to his or her final
decision.
[0041] Mental processes may be identified or decoded
using so-called classifiers or classification algorithms.
Such a classifier or classification algorithm automatically
orders or categorizes the bio-signal data and/or human
conduct data collected or sensed by a respective sensor
or sensors into one or more respective mental processes.
Classifiers are commercially available or may be derived
from experiments or training data, for example.
[0042] As such, a mental process may also refer to -
or be identified as - the output of a classifier decoding
the presence or extent of a corresponding brain activity,
for example as a real number between 0 and 1. It is noted
that multiple mental processes may occur at the same
time.
[0043] Examples of identifiable or decodable mental
processes, i.e. respective classifiers, in accordance with
the present disclosure comprise cognitive load, memory
encoding, memory retrieval, perception, attention, error
processing, emotion recognition, surprise, reward
processing, pain, pattern recognition, intention, affect,
valence, and arousal, among others.
[0044] Aside from simple judgments of ’good’ and
‘bad’, humans are capable of interpreting information in
more substantial ways. Specifically, human learning and
understanding are often described as categorical, as-
signing objects and events in the environment to sepa-
rate categories. These categories are then used as an
efficient, low-dimensional representation underlying fur-
ther reasoning and decision-making.
[0045] In accordance with the present disclosure, men-
tal categories are assigned or formed referring to identi-
fied or decoded mental processes in association with an
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aspect or aspects or features of operational data and/or
an aspect or aspects or features of human behavior or
conduct data simultaneously collected or sensed while
performing a task or operation by a human participant in
a particular context or environment.
[0046] Mental categories are formed by the information
processing device automatically, from analyzing and or-
ganizing the sensed bio-signal data and/or human con-
duct data, and the related sensed operational data and/or
human conduct data. Analyzing may involve, for exam-
ple, detection of respective co-occurring bio-signal data
and/or human conduct data, certain patterns occurring
in these data, etc.
[0047] Hence, in accordance with the present disclo-
sure, mental categories are assigned or formed referring
to identified or decoded mental processes in association
with an aspect or aspects or feature(s) and/or part(s) of
operational data and/or an aspect or aspects or feature(s)
and/or part(s) of human behavior or conduct data simul-
taneously collected or sensed while performing a task or
operation by a human participant in a particular context
or environment.
[0048] Respective operational data and/or conduct da-
ta are associated, either categorically or probabilistically,
with at least one mental category.
[0049] The ability to recognize relevant patterns and
form appropriate categories, innate to humans but often
impossible to verbalize, is fundamental to how humans
learn and produce intelligent behavior. In humans, such
categories are created based on how the brain considers
people, objects and actions et cetera are related and re-
flect what kind of learning may be going on in the brain,
as these categories are created through experience,
training, and instruction, for example.
[0050] Accordingly, by providing mental categories
thus formed to the at least one Al enabled data process-
ing algorithm, aspects of human intelligence, human val-
ues and morality reflected by the mental categories be-
come available for either one or more of acquiring, align-
ing, creating, generating, augmenting and/or modifying
data processing by the at least one Al enabled data
processing algorithm, based on or incorporating human
cognitive and affective responses, human subjective
judgements, human expectations, human values and
morality.
[0051] The present approach may be termed Neuroa-
daptive Category Learning, NCL, wherein the input from
the human participant is implicitly provided by or acquired
or derived from the collected bio-signal data and/or hu-
man conduct data.
[0052] NCL identifies and extracts mental categories
for translating human thought processes into Al models,
thereby closing the gap between human cognition and
artificial intelligence. By using implicitly obtained input
reflecting aspects of human intelligence and shifting our
perspective from specific brain responses to a categori-
cal view of understanding a task, neuroadaptively trained
Al-enabled algorithms can outperform traditional AI

learning or training methods by a significant margin.
[0053] Apart from increasing performance, NCL has a
number of other advantages over traditional techniques
employed to provide Al.
[0054] Identifying or decoding mental processes from
the collected bio-signal data and/or the human conduct
data does not rely on the active participation of the user,
no additional actions are required on the part of the hu-
man to convey this information. NCL eliminates the need
for pushing buttons, verbalization, or manual labeling,
providing a more direct, natural and intuitive way for hu-
mans to communicate their preferences and evaluations.
Overall, this saves time and resources, increases effi-
ciency and streamlines the process, making it easier to
scale up operations.
[0055] Besides, NCL may provide continuous and real-
time feedback with high precision and resolution. Tradi-
tional feedback is given over large portions of data that
first need to be processed and evaluated as a whole. In
the case of LLMs, feedback is usually provided for the
entire output (e.g. a complete paragraph or text), unable
to evaluate subsections or individual components (e.g.,
individual words used within that text), making the proc-
ess suboptimal. In contrast, NCL allows fine-grained
feedback over individual aspects or features of the train-
ing data, while retaining overall output evaluation.
[0056] In other words, bio-signal and/or behavior or
conduct data derived information provides for more nu-
anced information regarding the humans’ decision-mak-
ing process. In traditional Al training processes, human
participants typically provide feedback after having com-
pleted the evaluation of a particular task or event and
reached a conclusion about it. Intermediary decisions,
judgments, and thought processes that occur throughout
the performance and evaluation of operational data are
ignored. As a result, traditional human input used for Al
training only reflects the human participant’s final assess-
ment of the context without explicitly revealing the un-
derlying reasoning or cognitive processes that led to their
conclusion. NCL provides a more comprehensive under-
standing of how human participants arrive at their con-
clusions, enables the identification of key factors that in-
fluence decision making and facilitates alignment with
human values.
[0057] Moreover, specifically in the case of NLP, for
example, NCL can capture information on how individual
language components relate to various mental and emo-
tional states. This helps to identify when words and phras-
es are emotionally charged or when they have negative
connotations, are unexpected, misused or are otherwise
unwanted, significantly improving context understanding
and affective and figurative speech.
[0058] Rather than developing and applying complex,
laborious and time-consuming Al training or learning sce-
narios to train or learn an Al-enabled data processing
algorithm to perform a task or operation, the present
method effectively associates sensed interrelated oper-
ational, human bio-signal and human conduct data to
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extract or deduct a strategy or strategies and decision-
making processes from observing the human user to train
the Al-enabled data processing algorithm.
[0059] The present method is versatile and applicable
in a variety of contexts from which operational data orig-
inate, in particular data pertaining to technological states
and technological state changes of a technical device or
devices operating in a respective context, and more par-
ticular a device or devices controlled by the information
processing device operating the at least one Al-enabled
data processing algorithm.
[0060] For the purpose of the present disclosure, tech-
nological states comprise any of but not limited to device
input states, device output states, device operational
states, device game states, computer aided design
states, computer simulated design states, computer pe-
ripheral device states, and computer-controlled machin-
ery states and respective state changes. A technological
state change in a context is any action undertaken by a
piece of technology.
[0061] The term technology collectively refers to any
and all (connected) technological elements in any poten-
tial situation or context. With a technology’s state being
its specific current configuration, a technological state
change is thus any change in configuration that the tech-
nology undergoes.
[0062] In practice, physical operational data may be
sensed by any number or types of sensors such as but
not limited to cameras, thermal imagers, microphones,
radar, lidar, chemical composition sensors, seismome-
ters, gyroscopes, etc., and may thus be capable of re-
cording a context and the events taking place within it to
any possible degree of objective accuracy.
[0063] For the purpose of the present disclosure, or-
ganisms or living beings may also form part of a context
and the acts performed thereby and behavior observed
thereof are likewise considered as operational data orig-
inating form that context.
[0064] It is noted that operational data in the light of
the present method also refers to information relating to
a context as such, i.e. environmental information ob-
tained from sources not directly controlled by the infor-
mation processing device, such as the presence, appear-
ance, and behavior of non-technological or non-context
connected elements, or a weather forecast, for example.
As such, the present method is similarly versatile and
applicable in a variety of contexts from which operational
data can be obtained by technology using any number
and type of sensors.
[0065] The disclosed method’s versatility is further
achieved based on the insight that these operational data
originating from a context can be expertly, efficiently, au-
tomatically, and implicitly interpreted by human intelli-
gence. Aspects of this intelligence, derived or obtained,
processed, and provided in the manner disclosed here
using human bio-signals, human conduct data and op-
erational data, can then be provided to the Al-enabled
algorithm, allowing it to obtain meaningful inputs and

function in contexts that would otherwise be too complex
and/or too unstructured, specifically real-life contexts.
[0066] The term bio-signals refers to both electrical and
non-electrical time-varying signals comprising any of hu-
man body bio-signals and measurements of human
physiological structure and function, monitored or
sensed by a number of commercially available sensors,
for example, and operatively connected with the human
participant, i.e. worn by or aimed at the human partici-
pant, including but not limited to at least one of direct and
indirect measurements of electro-cardiac activity, body
temperature, eye movements, pupillometric, hemody-
namic, electromyographic, electrodermal, oculomotor,
respiratory, salivary, gastrointestinal, genital activity and
brain activity. Brain waves and other measures of brain
activity are also bio-signals for the purpose of the present
method.
[0067] The term indirect measurements here also refer
to derivate measures of bio-signals, including physiolog-
ical parameters such as heart rate variability, gaze, peak
amplitudes, power in specific frequency bands, and sig-
nal rise and recovery times, for example.
[0068] Human conduct data may be monitored or
sensed by a number of commercially available sensors,
for example, operatively connected with the human par-
ticipant, i.e. worn by or aimed at the human participant,
including but not limited to input modalities comprising a
keyboard, push buttons, switches, touch screen, mouse,
joystick, electronic pencil/stylus, laser pointer, motion
controller, game controller, microphones, cameras, ther-
mal imagers, motion capture devices, pressure sensors,
gyroscopes or other equipment for signaling a selection
or decision for example.
[0069] For the purpose of the present disclosure, the
term ’simultaneously collected or sensed’ with respect to
the operational data, human bio-signal data and human
conduct data points out that these data are related with
respect to their occurrence in time while a human partic-
ipant is performing a task or operation or is otherwise
involved with a context or environment. The respective
data may be available in real-time or quasi real-time, i.e.
having a close approximation to real-time data, due to
an initial processing or measurement or sensing delay,
for example.
[0070] It will be appreciated that in accordance with
the present disclosure mental processes and mental cat-
egories may be identified or assigned in an automated
manner in real-time or quasi real-time, and likewise the
behavior of the Al enabled data processing algorithm.
[0071] The automatic formation of mental categories
may comprise multiple iterations of, for example, select-
ing, categorizing, clustering, projecting, partitioning, and
transforming the categories and their constituent ele-
ments based on features and patterns in the operational
data, human bio-signal data, and human conduct data.
[0072] Non-limiting examples of contexts or fields at
which the present method can be applied for already solv-
ing existing problems or extend the Al capabilities of given
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systems are human-computer interaction, human-ma-
chine systems, human-robotic interaction, robotics, as-
sistive technologies, medical technology, treatment/cur-
ing of health conditions, cyber security and cyber tech-
nology, as well as in the sectors of law enforcement and
interrogation, border security systems at airports, mind
control, psychological modification and weapon systems,
or combinations of such fields.
[0073] In an embodiment of the present disclosure, the
information processing device further performing the
steps of:

- identifying mental states from simultaneous mental
processes, a mental state referring to a condition of
at least one of human cognition, emotion and indi-
vidual mechanisms of human information process-
ing;

- constructing a multi-dimensional mental state data
space, wherein a respective mental process forms
a dimension of such multi-dimensional mental state
data space, and

- assigning mental categories in the multi-dimensional
mental state data space, a mental category referring
to a particular subspace of the multi-dimensional
mental state data space associated with aspects or
features of at least one of the operational data and
the conduct data.

[0074] To gain a deeper understanding of an individu-
al’s cognition, it is beneficial to look at more than just
isolated mental processes. In the context of this disclo-
sure, a mental state refers to a higher-order condition or
status of cognition or emotion, incorporating and com-
bining multiple individual simultaneous mental process-
es. Different mental states correspond to different com-
binations of mental processes. For example, specific as-
pects of memory, attention, perception, et cetera, i.e.
mental processes, may be combined to form identifiable
interpretations, thoughts, attitudes, or feelings.
[0075] As such, different mental processes interact
and influence each other to produce an overall mental
state, which can be understood as a combination of dif-
ferent mental processes operating in parallel. Hence, in
accordance with the present disclosure, a Multi-Dimen-
sional Mental State, MDMS, data space is constructed,
spanned by a combination of multiple simultaneous men-
tal processes.
[0076] Any point in the MDMS space corresponds to
a specific mental state, as defined by the specific extent
of the activity of the underlying mental processes or the
specific output of the corresponding classifiers. Con-
versely, any specific combination of simultaneous mental
process activity can be given a specific data point within
the MDMS space.
[0077] Everything a human perceives, interprets,
thinks, or otherwise processes using his/her intelligence
elicits brain activity. Therefore, to the extent that this brain
activity is captured by the individual mental process-

es/classifiers contributing to an MDMS space, everything
a human perceives, etc., can be assigned to a point in
that space.
[0078] However, the same thing perceived by a differ-
ent person can end up on a different point in the same
MDMS space. For example, a red teacup may end up on
different MDMS locations depending on whether the hu-
man observer prefers tea or coffee, prefers red or white,
prefers cups or glasses, has seen that exact teacup be-
fore or not, has ever seen any teacup before or not, has
a bad memory of once breaking someone’s beloved tea-
cup or not, et cetera.
[0079] At the same time, all things such as the above-
mentioned teacup sharing a particular subjective quality,
e.g. where one person has a bad memory of once break-
ing some’s beloved teacup, may end up in the same lo-
cation in the MDMS, or at least may end up in the same
location in a subspace of the MDMS. As such, the point
at which a given piece of perceived context data lands
in an MDMS space will likely vary between persons, but
will be relatively consistent within persons, reflecting their
subjective interpretations.
[0080] The focus on the perception of individual objects
served merely as an example. Because all human intel-
ligence, including cognition, knowledge, expertise, val-
ues, and morality is a function of brain activity, individual
mental processes and their combination into mental
states can reveal relevant aspects of this intelligence.
[0081] Mental categories are now assigned or formed
by identifying which subspaces of the MDMS data space
are consistently associated with which aspects or fea-
tures and/or part of the operational and/or conduct data
simultaneously collected with the bio-signal data to re-
flect these aspects of intelligence. These associations
can be of a statistical, probabilistic, logical, or categorial
nature, for example.
[0082] For example, with access to human bio-signal
data numerically representing various specific mental
states constituting a mental state space, a mental cate-
gory may be formed that comprises all operational data
that relate to a specific location or set of locations in the
mental state space covered by the bio-signal data.
[0083] This means a mental category reflects the con-
sistency that exists between and/or within persons of how
aspects or features and/or parts of operational and/or
conduct data lead to different mental states, and hence
support to provide the element of human intelligence to
the Al enabled data processing algorithm.
[0084] For example, when a teacup, a kettle, a tea-
spoon, East Asia, Boston, Jean-Luc Picard, and a sugar
cube all land on the same subspace of the MDMS, this
reveals a consistency that binds them together in that
particular person’s interpretation. This something, this
common denominator of the operational and/or conduct
data that consistently leads to the same mental state,
provides a particular aspect of human intelligence, in this
case meaning (e.g. "tea-related"). The subspace encom-
passing this mental state associated with the operational
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and/or conduct data is the mental category.
[0085] Finding this person-specific common denomi-
nator from the operational and/or conduct data and iden-
tifying patterns in the elicited mental states to delimit spe-
cific subspaces in the MDMS space, in real-time or quasi
real-time, is a complex process that requires automated
data processing and lies beyond a human manual capa-
bilities.
[0086] That is, once established, providing mental cat-
egories to an Al enabled data processing algorithm along
with operational data provides a layer of human intelli-
gence or meaning based on subjective human interpre-
tation the Al enabled data processing algorithm would
not otherwise have access to, improving the learning per-
formance of the AI enabled data processing algorithm.
[0087] The MDMS may be defined, for example, as a
single numerical vector, where maximally complementa-
ry, i.e. ideally orthogonal, mental processes serve as in-
dividual dimensions in a multi-dimensional space. Each
dimension of the MDMS is derived from the output of a
classifier assessing one mental process, for example.
[0088] In accordance with the present disclosure, a
multi-dimensional mental state data space may be con-
structed comprising psychological, cognitive, affective,
neurophysiological, and otherwise human mind-related
states, including but not limited to aspects of at least one
of reasoning, problem solving, planning, abstract
thought, concluding, interpreting, thinking, prediction, re-
flection, creativity, imagination, strategy, logic, moral
judgement, empathy, agreement, confusion, under-
standing, comprehension, engagement, and satisfac-
tion.
[0089] As explained above, for the purposes of the
present disclosure and claims, the identification of mental
processes and mental states, the construction of an
MDMS data space, and the assignment of mental cate-
gories may all be based on an automated analysis of
collected bio-signal data and/or conduct data using ap-
propriate classifiers or classification algorithms and per-
formed in real-time or quasi-real time.
[0090] The automatic formation of mental categories
may comprise multiple iterations of, for example, select-
ing, categorizing, clustering, projecting, and transforming
the categories and their constituent elements based on
features and patterns in the operational data, human bio-
signal data, and human conduct data.
[0091] As will be appreciated, the present disclosure
may also be applied on a selection of the related opera-
tional data, human bio-signal data and human conduct
data by the information processing device, and such a
selection may be based on at least one of the sensed
operational data, human bio-signal data and human con-
duct data.
[0092] This may provide a reduction in the amount of
data used for the training or learning of an Al-enabled
data processing algorithm. Selection based on opera-
tional data allows, for example, objects with specific fea-
tures to be included in further processing. Selection

based on bio-signal data allows parts of the operational
data to be identified that were associated with specific
features in related bio-signal data, specific mental proc-
esses, specific mental states, or specific mental catego-
ries.
[0093] As such, a selection based on human bio-signal
data in particular allows data to be selected that could
not have been identified on the basis of operational data
or other overtly observable data, for example only select-
ing sensed operational data that relate to a mental sur-
prise state or arousal state of a human participant, or to
a previously learned mental category specific to that in-
dividual.
[0094] Selection based on human conduct data allows
the Al-enabled data processing algorithm to, for example,
only consider operational data related to specific human
actions. Combinations of these selection approaches
give rise to a variety of selection and data reduction pro-
cedures available to the Al-enabled data processing al-
gorithm or the human configurator thereof.
[0095] This can be advantageous, for example, when
not all available data bears relevance to, or otherwise
carries information pertaining to, the task the Al is learn-
ing to solve, thus providing a data filtering, selection, or
reduction technique. Similarly, it can be advantageous,
for example, while updating an already acquired Al or in
case of limited processing power and/or limited data
memory available to the data processing device, such
as in mobile equipment, for example.
[0096] In an embodiment of the present disclosure, the
step of assigning mental categories comprises at least
one of:

- assigning at least one predetermined mental cate-
gory;

- assigning at least one mental category based on at
least one predetermined mental process;

- assigning at least one mental category based on at
least one of selected human conduct data and se-
lected operational data, and

- assigning at least one mental category determined
from a different context.

[0097] This embodiment reflects the ability to include
a priori knowledge. Generally, mental categories can be
assigned based on data obtained from the ability of hu-
mans to recognize features from people, objects, things,
concepts, actions, et cetera, and associate these with
previously learned similar features, leading to the forma-
tion or refinement of categories.
[0098] Conversely, pre-existing or previously formed
mental categories can be used to infer features from pre-
viously unexperienced objects, et cetera. Specifically, hi-
erarchically inferior, more specific mental categories can
inherit features and properties of hierarchically superior,
more general mental categories. These mental catego-
ries thus represent logical units used internally by hu-
mans in the process of reasoning, perceiving, thinking,
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and decision making, for example.
[0099] In the present disclosure, the operational data
may be organized based on at least one predetermined
mental category. For example, one or more mental cat-
egories related to known mental states of the human par-
ticipant may be predetermined to form one or more men-
tal categories. Providing such a predetermined mental
category may, for example, guide the Al-enabled data
processing algorithm to utilize a specific representation
of the operational data possibly with associated prede-
termined logic, or to ignore particular operational data,
for example, and may significantly reduce processing
time by the information processing device.
[0100] Mental categories may be predetermined
based on at least one predetermined mental process,
e.g. a mental category related to "high arousal" or "pos-
itive valence", at least one mental state, e.g. a mental
category related to "high satisfaction" or "moral disagree-
ment", and/or based on aspects or features and/or parts
of human conduct and operational data.
[0101] For the development of an Al-enabled algorithm
specifically able to distinguish morally right from morally
wrong decisions, it can be beneficial to predetermine
MDMS subspaces and/or mental categories known to be
related to human moral judgement, for example. Similar-
ly, for Al-enabled algorithms specifically able to distin-
guish different types of objects, for example, some rele-
vant objects may be associated in a predetermined man-
ner to at least one mental category.
[0102] Furthermore, a mental category can be prede-
termined based on mental categories assigned in a dif-
ferent context, from a different participant, and/or from
different data.
[0103] This embodiment is also advantageous for
guiding the training of the Al-enabled data processing
algorithm and reducing processing time by the informa-
tion processing device, in particular when it is known be-
forehand that certain bio-signal data and/or human con-
duct data are representative for the human participation
in a certain context.
[0104] In the human brain, categories may be sorted
based on logical relationships, such as temporal relation-
ships, which means that the brain recognizes that they
tend to - or tend not to - pop up near one another at
specific times, for example. A series of experiences that
usually occur together, i.e. that are temporally related or
interrelated, form an event until a non-temporally related
experience occurs and marks the start of a new event. It
has been found that the brain breaks experiences into
events or related groups that help to mentally organize
situations, using subconscious mental categories it cre-
ates.
[0105] Hence, in an embodiment of the present disclo-
sure, artificial intelligence is provided by the information
processing device based on a collection of mental cate-
gories, wherein a collection of mental categories is at
least one of a set of operational data associated with
mental categories and a set of collections of mental cat-

egories.
[0106] In this manner events and other logically con-
nected parts of operational data can be formed, detected,
represented and used by the artificial intelligence of an
Al-enabled data processing algorithm.
[0107] A partial or complete rank or hierarchy may be
provided to mental categories, for example based on pat-
terns observed in at least one of bio-signal data and op-
erational data reflecting the rank, generality, specificity,
selectivity, similarity, dissimilarity, overlap, or separation
of mental categories. A partial or complete rank or hier-
archy may furthermore be imposed on mental categories,
for example based on either one or both of predetermined
bio-signal data and predetermined human conduct data.
Mentals states having a relative higher rank or hierarchi-
cal position may give rise to a higher relevance or a higher
priority or immediacy of an action or operation by the Al-
enabled data processing algorithm, for example, or may
be used to transfer mental categories between contexts.
[0108] The term ’collection of mental categories’ in the
light of the present disclosure not only refers to a temporal
relationship between mental categories, or between or
within collections of mental categories, but also to logic
relationships, including informal logic, formal logic, sym-
bolic logic and mathematical logic, cause and effect re-
lationships, hierarchical relationships, et cetera, all con-
tributing to the knowledge of a human participant in per-
forming a task or operation.
[0109] For example, when a person inspects two tea
sets and chooses one, it is not clear why the one was
chosen. The mental category associated with the per-
son’s perception of each set as a whole may have been
the same. But two collections of mental categories cor-
responding to the inspection of each piece of each set,
could reveal: tea, tea, coffee, tea for one set, and tea,
tea, tea, tea for the other. The human reasoning may
thus have been: the first set has one piece that does not
seem fit for tea.
[0110] In an embodiment of the present disclosure, the
artificial intelligence is acquired based on a collection of
mental categories and corresponding human conduct
data. By associating the way a human participant con-
ducts or behaves in connection with a collection of mental
categories, i.e. an event, information can be deduced
about the relevance, meaning, importance and/or demar-
cation of a particular event in performing a task, operation
or observation, specifically with respect to the human’s
subjective interpretation of such event.
[0111] Some forms of prior art supervised Al use labels
to learn to identify, localize, differentiate between, or rec-
ommend different kinds of objects or events. This re-
quires that humans manually provide these labels by ex-
plicitly generating descriptors for concrete pieces of data
such as images, videos, text, or audio, for example.
[0112] In accordance with an embodiment of the
present disclosure, wherein the at least one data
processing algorithm enabling artificial intelligence com-
prises labels, the step of providing artificial intelligence
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comprises enhancing at least one of the labels based on
at least one mental category.
[0113] With the present method, based on the mental
categories disclosed above, such labelling is supported
and performed faster for some types of descriptors, and
may even provide descriptors that may not be possible
to generate in any other way. The term enhancing may
include creating, refinement, qualification, augmenting,
ranking, et cetera of labels or descriptors used by an Al-
enabled data processing algorithm.
[0114] As mentioned in the Background part above,
human experts may not always be able to explicitly indi-
cate how they perform the task or operation and on the
basis of which contextual parameters or variables and
their interpretation and evaluation the task or operation
is performed, i.e. how a decision or result is reached.
With the present method, training of the Al-enabled data
processing algorithm is not limited those data that can
be consciously, explicitly generated by the human.
[0115] In an embodiment of the present disclosure, op-
erational data are provoked by the information process-
ing device.
[0116] For example, in case the Al-enabled data
processing algorithm misses information to complete a
task or process at hand or is otherwise not able to process
data with sufficient quality and reliability, for example,
aspects of the context may be momentarily adapted by
the information processing device to provoke operational
data to retrieve the required or missing information. That
is, an aspect or aspects of the context may be adapted
by introducing, changing, or deleting information, proc-
esses, tasks, events et cetera, or by otherwise initiating
a technological state change to invoke a response of the
participating human, either consciously or subconscious-
ly.
[0117] This embodiment of the present disclosure in
part relies on the insight that any such provoked opera-
tional data may be perceived, attended to, or otherwise
incorporated by the human, and may thus automatically
provoke related human bio-signal data and/or human
conduct data. Such adaptation may involve any of the
momentary actions or processes handled, a momentary
technological state of devices operating in the context,
but also adaptations to provoke virtual operational data.
[0118] In a further embodiment of the present disclo-
sure, operational data are provoked by the information
processing device to evoke at least one mental category
or at least one collection of mental categories.
[0119] That is, the evocation of operational data serves
a specific purpose identified by any of the algorithms op-
erated on the information processing device, for example
the purpose to invoke a particular mental response of the
participating human, for example to complete, to en-
hance, to investigate, to test and/or to delete a particular
collection of mental categories.
[0120] As another example, operational data may be
provoked to aid the learning of the Al-enabled data
processing algorithm, for example when it is identified

that additional data may help to update, optimize, or oth-
erwise fulfil specific criteria of any of its internal param-
eters or representations.
[0121] In this way, like in humans, knowledge, procliv-
ities, preferences, and moral values can be built up in-
teractively by the Al-enabled data processing algorithm,
even on a trial-and-error basis, both during the training
of the algorithm and while performing operations in con-
texts to improve itself by means of interactive learning,
continuous learning, and cognitive/affective probing, i.e.
during the deployment of the algorithm in contexts.
[0122] Hence, among others, the Al-enabled data
processing algorithm may learn to incorporate moral val-
ues, problem solving strategies, preferences, associa-
tions, distributions of degrees of acceptance, etc. such
that a convergence of human and machine intelligence
is initiated and continuously pursued. Over time the Al-
enabled data processing algorithm may learn about the
human’s subjective interpretations in a bigger scale,
building up a profile/model of that human’s subjective
interpretations within single or across multiple contexts.
[0123] By iteratively learning, provoking data, and
learning from the provoked data, the Al-enabled data
processing algorithm not only processes more data to
become more intelligent but also, because of the provo-
cation of specific mental categories and collections of
mental categories from the human, learns to mimic the
human’s preferences, behaviors, interpretations, norms,
and values given a respective context, thus becoming
more alike in its own interpretations and actions to the
human it learned from. The more data that become avail-
able from a person over time and in different contexts,
the more history can build up a profile/model of that hu-
man’s interpretations, knowledge, et cetera, which can
be referred to as a cognitive copy.
[0124] The present method is practically applicable in
various scenarios or contexts where humans interact with
machines, personal computers, robots, avatars, and
many other technical applications. Which type or types
of bio-signal sensor is or are to be used, and/or how the
sensing of human conduct data is to be performed, may
be selected based on a particular context and/or a spe-
cific human participation, for example.
[0125] In an embodiment of the present disclosure, hu-
man brain activity data are processed by at least one
Brain-Computer Interface, BCI, in particular at least one
passive Brain-Computer Interface, pBCI, operating at
least one classifier responsive to implicit human brain
activity indicative of at least one mental process.
[0126] A BCI and a pBCI are tools to assess informa-
tion about brain activity of an individual. A BCI, i.e. an
active or reactive BCI, is built on brain activity that is
generated or modulated, directly or indirectly, by a user
with the intention to transfer specific control signals to a
computer system, thereby replacing other means of input
such as a keyboard or computer mouse.
[0127] A pBCI differs significantly from a BCI in that
pBCI data are based on implicit or passive, involuntary,
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unintentional, or subconscious human participation with
a context, different from explicit or active, i.e. conscious,
voluntary, intentional, human interaction with the context.
Instead of explicitly generated or modulated brain activ-
ity, a pBCI is designed to be responsive to naturally-oc-
curring mental processes that were not intended for com-
munication or control, but that can nonetheless be de-
tected, decoded, and used as input to technology.
[0128] A pBCI distinguishes between different cogni-
tive or affective aspects of a human user state, typically
recorded through an electroencephalogram, EEG. An
immediate neurophysiological activity of the human user
in a context may be associated to the current mental state
or specific aims of a user, by a respective classifier or
classifiers operated by the pBCI. For the purpose of the
present disclosure, multiple pBCls each operating a dif-
ferent classifier directed to sense different brain activity
associated with different specific mental processes of a
human participant may be used. In practice, tens or hun-
dreds of classifiers may be deployed.
[0129] The method presented is not limited to the
processing of operational data, human bio-signal data
and human conduct data of a single human individual
participating in a context, but may also be practiced for
the processing of operational data, human bio-signal da-
ta and human conduct data sensed of two or more, i.e.
a group of individuals participating in a respective con-
text. In the case of driving a car, for example, artificial
intelligence by the Al-enabled data processing algorithm
may be acquired from both the driver of the car and a
passenger or passengers.
[0130] That is, the artificial intelligence acquired,
aligned, created, generated, augmented and/or modified
by an Al-enabled data processing algorithm in accord-
ance with the present disclosure may be based on the
intelligence, judgement, knowledge and skills of a plural-
ity of persons. By processing data sensed of multiple
persons involved, training of an Al-enabled data process-
ing algorithm can be significantly speeded up compared
to training by a single user or the training can make use
of a group consensus or a majority vote rather than indi-
vidual judgements, thus making the artificial intelligence
more reliable, more robust or more general, for example.
[0131] Likewise, in operation, differences in the eval-
uation and perception of operations and interactions
among individuals of a group participating in a common
context, such as differences in the mental categories and
collections of mental categories among the individuals
of a group, may reveal additional information for adapting
the Al-enabled data processing algorithm more quickly
compared to an individual user, for example.
[0132] Human bio-signal data and human conduct da-
ta may be sensed from each individual of a group sepa-
rately, while operational data originating from the context
may be sensed for the group as a whole, for a sub-group
or for each individual separately. This, dependent on a
particular context, as will be appreciated.
[0133] Note that in the case of several human individ-

uals participating in a context these humans need not
necessarily be located at a same geographic location. In
such a case, some or all or a group of human individuals
may participate in the context in that same is replicated
or is otherwise partly or completely virtually made avail-
able to respective human individuals.
[0134] The method according to the present disclosure
is excellently applicable for real-time processing opera-
tional data originating from a context, in particular a real-
life context, performed by an information processing de-
vice operating at least one data processing algorithm en-
abling artificial intelligence processing applying mental
categories, in particular mental categories mapped at a
multi-dimensional mental state data space, as disclosed
above, in particular for the processing of data pertaining
to a time-critical context.
[0135] Because the assessed human bio-signal data
and human conduct data can not only be interpreted in
binary form, such as correct or wrong, accept or reject,
expected or unexpected, et cetera, but also continuously,
i.e. any number between 0 and 1, or even minus infinity
and infinity, for example, indicating a degree of subjective
perception, reaction, or interpretation related to the per-
ceived contextual event, the method presently presented
may be used to support a wide variety of Al-enabled data
processing algorithms for handling plural tasks in con-
texts with intelligence proportional to human general in-
telligence.
[0136] Hence, the at least one Al-enabled data
processing algorithm operated for the purpose of the
present disclosure may be any suitable data processing
algorithm known in practice, such as but not limited to
data processing algorithms based on (deep) reinforce-
ment learning paradigms such as Q learning or Policy
Gradient learning, or any supervised learning approach
such as Support Vector Machines, Linear Discriminant
Analysis, Artificial Neural Networks backpropagation
learning, or unsupervised learning based of clustering or
principal component analysis or other probabilistic meth-
ods, Transformer architectures, et cetera. The present
method provides a tool to automatically provide artificial
intelligence by assessing a human’s interpretation of a
perceived event in a given context, in real-time or quasi
real-time after the occurrence of that event. This tool pro-
vides for both continuous and event-related monitoring
of the mental processes of the human and allows an au-
tomated view in the subjective, situational observation
and interpretation of a person and allows to make this
information available for further processing, such as to
transfer key aspects of the cognition and mindset of a
human into a machine.
[0137] Building up on this, it is found that through in-
teractive learning the artificial intelligence can home in
on and converge to particular aspects of the human mind-
set, reflecting this person’s strategies, interpretations,
preferences, intelligence and moral values, for example.
And the more data that become available from a person
over time and in different contexts, the more history can
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be built-up, and a better match to that one person’s intu-
itive intelligence is established, building up a profile/mod-
el of that human’s subjective interpretations, that can be
referred to as a cognitive copy.
[0138] The previously mentioned ability of the Al-ena-
bled algorithm to provoke data is particularly useful for
this purpose of homing in on and converging to specific
aspects. This may furthermore make use of an additional
ability to repeat certain steps until specific criteria are met.
[0139] In accordance with an embodiment of the meth-
od according to the present disclosure, the information
processing device is arranged for repeating the steps
referring to identifying mental processes, assigning men-
tal categories, and providing the artificial intelligence
each time based on a differing selection of the collected
data, until a result of human participation with the context
and a result of operating with the context by the at least
one data processing algorithm enabling artificial intelli-
gence applying the mental categories match within pre-
defined criteria. An embodiment of the present data
processing method, implemented in an information
processing device operating an Al-enabled data process-
ing algorithm, comprises the steps of:

- collecting, by the information processing device, si-
multaneously sensed operational data originating
from a context and human bio-signal data and hu-
man conduct data relating to human participation
with this context;

- selecting, by the information processing device,
based on at least one of the human bio-signal data
and human conduct data, related operational data;

- assigning, by the information processing device,
based on at least one of the human bio-signal data
and human conduct data, a plurality of mental cate-
gories, a mental category comprising part of the se-
lected operational data associated with at least one
of the human bio-signal data and the human conduct
data corresponding to that mental category;

- forming, by the information processing device, a col-
lection of mental categories, wherein a collection of
mental categories is at least one of a set of opera-
tional data associated with mental categories and a
set of collections of mental categories;

- comparing, by the information processing device, a
result of participating with the context by the human
with a result of operating with the context by the at
least one data processing algorithm enabling artifi-
cial intelligence based on the collection of mental
categories formed;

- repeating, by the information processing device, the
steps of assigning, forming and comparing until com-
pared results match within predefined criteria, and

- providing, by the information processing device,
based on matching results, artificial intelligence en-
abling the at least one data processing algorithm to
process operational data originating from a context
representing human participation with the context.

[0140] Those skilled in the art will appreciate that the
information processing device may operate multiple data
processing algorithms, such as but not limited to a data
processing algorithm for performing the steps of collect-
ing, selecting, assigning and forming, and another sep-
arate data processing algorithm for performing the steps
of comparing and providing artificial intelligence.
[0141] The assigning may comprise several interme-
diate steps like sorting, grouping, and performing a men-
tal assessment of the data, that is identifying or decoding
mental processes, identifying or decoding mental states
from multiple simultaneous mental processes, and con-
structing an MDMS data space, for example, in accord-
ance with the present disclosure.
[0142] Besides a single information processing device,
parts of the processing of data according to the present
method may be performed by multiple cooperating infor-
mation processing devices, including so-called virtual
machines, and information processing devices located
at different geographic locations, which processing is
deemed to be covered by the scope of the Claims.
[0143] Following the method presented, in case the
information processing device operates multiple algo-
rithms as indicated above, all such algorithms may be
Al-enabled data processing algorithms.
[0144] In a second aspect, the present invention com-
prises a data processing algorithm comprising artificial
intelligence provided in accordance with the data
processing method disclosed in conjunction with the first
aspect above. That is, a trained Al-enabled data process-
ing algorithm.
[0145] In a third aspect, the present invention provides
a program product, comprising instructions stored on any
of a transitory and a non-transitory medium readable by
an information processing device, which instructions ar-
ranged to perform the method according to any of the
embodiments disclosed above when these instructions
are executed by an information processing device oper-
ating at least one Al enabled data processing algorithm,
including any of a computer and a computer application.
[0146] It is a further object of the present disclosure to
deploy a data processing algorithm comprising artificial
intelligence obtained by the data processing method dis-
closed in accordance with any of the first, second and
third aspects above.
[0147] Accordingly, a fourth aspect of the present in-
vention relates to a method of real-time processing op-
erational data originating from a context, in particular a
real-life context, the method performed by an information
processing device operating a data processing algorithm
comprising artificial intelligence provided in accordance
with any of the embodiments disclosed above.
[0148] This fourth aspect of the present invention re-
lates to the actual use of a trained or learned Al-enabled
data processing algorithm, by processing sensed oper-
ational data only and not requiring human bio-signal and
human conduct data, while performing or handling a task,
an operation or observation in a context based on the
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knowledge and skills of a human expert reflected in the
artificial intelligence provided by the Al-enabled data
processing algorithm. That is, the operational data are
processed representing human participation with the
context.
[0149] Thus, in this aspect of the present disclosure,
no human bio-signal data and/or human conduct data
are required, although same may still be available, while
the mental categories and collections of mental catego-
ries that have previously been formed continue to be used
by the Al-enabled data processing algorithm, for example
to provide internal representations of the operational da-
ta.
[0150] The artificial intelligence already provided by
the Al-enabled data processing algorithm may, in accord-
ance with a further aspect of the present disclosure, be
modified by the information processing device based on
operational data originating from the context.
[0151] For example, when operational data from the
context indicate an error, conflict or other controversy in
the performance of an operation or task, et cetera, by the
information processing device operating the trained Al-
enabled data processing algorithm, the artificial intelli-
gence of the Al-enabled data processing algorithm may
be corrected, updated, enhanced, or otherwise modified
by the information processing device.
[0152] In a fifth aspect the present invention provides
a data processing system, comprising means arranged
for performing the data processing method disclosed in
conjunction with the first, second and third aspect above.
In general such a processing system includes at least
one information processing device arranged for operat-
ing at least one Al-enabled data processing algorithm,
equipment in data communication with the information
processing device for sensing operational data originat-
ing from a context, human bio-signal data and human
conduct data of a human participating in that context.
[0153] The present disclosure provides a mechanism
that assesses, correlates, outputs, or provides other
products of human objective, subjective and intuitive in-
telligence, directly and automatically, optionally making
use of but not explicitly requiring actions from a human
participating in a given context.
[0154] Using the methods outlined above, this allows
aspects of human intelligence, such as used strategies,
skills, categories, and logical reasoning, for example, to
be learned by or otherwise transferred to an Al-enabled
data processing algorithm - such as in the form of labels,
weights, connections, neural network structure, model
topology, functions, representations, meta parameters,
decision trees, or descriptors - which can then reproduce
such aspects autonomously, without requiring the par-
ticipation of the human.
[0155] The use or involvement of bio-signals not only
allows subconscious, intuitive, or otherwise automatic
aspects of intelligence to be revealed and included, it
also significantly improves ease of use and comfort to
participate in an Al training context by a human user, but

also avoids cognitive overload or any distraction from the
ongoing context by possible complex to understand Al
training or learning scenarios and instructions, for exam-
ple.
[0156] The data input to the Al-enabled data process-
ing algorithm is neither limited those data that can be
consciously, explicitly generated by the human. The
method presented may significantly speed up training
and operation of an Al-enabled data processing algorithm
compared to the training of Al-enabled data processing
algorithms requiring explicit user actions, for example.
[0157] In a sixth aspect the present invention sees to
using mental categories for providing artificial intelli-
gence by an information processing device operating at
least one data processing algorithm enabling artificial in-
telligence.
[0158] The present method, system, and program
product results in what is called a Situationally Aware
Mental Assessment for Neuroadaptive Artificial Intelli-
gence, SAM AN Al, tool that by which an Al-enabled data
processing algorithm may provide artificial intelligence
from a human brain directly in contexts, environments or
scenarios wherein the human participates, which con-
texts may comprise multiple sources of information, proc-
esses, tasks, events, etc.
[0159] This SAMANAI tool can be applied for increas-
ing the learning rate of an Al-enabled data processing
algorithm by integrating preprocessed evaluation of the
human mind, with the effect that the learning will be quick-
er and less erroneous than using human input through
Al training or learning scenarios and instructions button
presses.
[0160] The SAMANAI tool can be applied to personal-
ize any Al-enabled data processing algorithm, either a
strong or weak Al, by assessing subjective and/or moral
human values used in a given context environment and
creating mental categories to be incorporated into the Al-
enabled data processing algorithm, for future decision
making in solving or completing a task, operation, or any
type of handling based on these human values.
[0161] The SAMANAI tool enables context dependent
valuations, interpretations, assertions, labelling, etc. by
the Al-enabled data processing algorithm of operational
data in contexts or environments, handling multiple, ver-
satile, and non-predefined tasks.
[0162] As an untrained Al-enabled data processing al-
gorithm is incapable of evaluating the world on its own,
by definition, SAMANAI provides information to the learn-
ing process that would not be available otherwise.
[0163] The above-mentioned and other aspects of the
present disclosure are further illustrated in detail by
means of the figures of the enclosed drawings.

Brief Description of the Figures

[0164]

Figure 1 illustrates, schematically, an example of a
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general set-up for practicing the present disclosure,
both for training purposes and deployment in a sim-
ulated or real-life operational application.
Figure 2 shows an example electrode placing of a
passive brain-computer interface for registering
brain activity signals based on electroencephalog-
raphy, which can be used for operating the method
according to the present disclosure.
Figures 3 - 7 illustrate, schematically, an example
based on the method according to the present dis-
closure.
Figure 8 shows, in a graphical illustration, an exam-
ple comparison of the performance of the method
according to the present disclosure compared to pri-
or art Al training methods, for the example illustrated
of Figures 3 - 7.
Figure 9 illustrates, schematically, in a process type
diagram, steps of an embodiment of the method ac-
cording to the present disclosure.

Detailed Description of the Figures

[0165] In Figure 1, reference numeral 10 schematically
represents a particular context, or environment, illustrat-
ed by a dashed line, typically composed of a plurality of
devices performing and handling multiple operations and
producing operational data.
[0166] Non-limiting examples of such devices are au-
dible alarms, illustrated by an alarm clock 11, sensing
camera’s such as a daylight camera 12 and/or a night
vision InfraRed, IR, camera 13, lighting devices 14, in-
cluding flashing lights, temperature sensors or meters
15, traffic lights 16 and speedometers 17 in case of a
driving vehicle context, for example, (virtual) buttons,
keys or knobs 18 to be operated, audio equipment 19,
message systems 20 presenting spoken, written or video
messages, a display or displays 21, and one or more
actuators represented by a motor 22.
[0167] Reference numeral 23 represents a software
application, for example control software, simulation soft-
ware, communication software, or so-called apps, also
producing operational data.
[0168] Reference numeral 24 refers to at least one or-
ganism or living being, such as a person or persons, or
an animal or animals acting in the context 10. In the light
of the present disclosure, the organism or living being
forms part of the context 10 and acts performed by, and
behavior observed from, such an organism or living being
are treated as operational data originating from the con-
text 10.
[0169] It is noted that operational data in the light of
the present method also refers to environmental infor-
mation, such as a weather forecast, schematically rep-
resented by reference numeral 25.
[0170] It will be appreciated that in practice a certain
context may be comprised of more or less of the above-
mentioned devices or other devices, software, organisms
or living beings like animals, for example. In practice, the

devices 11-23 are also generally called objects, while
organisms or living beings 24 are generally referred to
as agents.
[0171] Reference numeral 30 refers to a human par-
ticipant, such as a human expert, participating in or with
the context 10. The manner and degree of participation
or involvement of the human 30 may vary dependent on
a respective context. In some scenarios the human 30
will only perceive actions and events occurring in a con-
text 10 and has no control over the devices, for example,
while in other scenarios the human 30 is also actively
involved in the operations occurring in the context 10,
such as pushing buttons 18, turning on lights 14, evoking
alarms 11, etc.
[0172] Curved arrows 31, 32 schematically represent
the human participation. Arrow 31 illustrates the percep-
tion of the context 10 by the human 30 and arrow 32
illustrates active interaction of the human 30 with the con-
text 10, i.e. the human 30 is in charge with and/or controls
tasks, processes and operations that occur in the context
10 and/or need to be accomplished.
[0173] Events, changes, adaptations, modifications
etc. that happen in or in relation with the context 10, al-
though not particularly focused on, may nevertheless at-
tract attention, arousal or may otherwise be noticed 31
by the human 10, consciously or subconsciously.
[0174] Reference numeral 50 refers to an information
processing device, typically including a computer, a com-
puting device, a virtual machine, a server, or a plurality
of cooperatively operating computers, computing devic-
es, virtual machines, or servers, either operating stand-
alone or on-site and/or in a cloud computing environment
possibly at different geographic locations (not specifically
illustrated).
[0175] The information processing device 50 operates
at least one data processing algorithm 51 enabling arti-
ficial intelligence, hereinafter also referred to as an Al-
enabled data processing algorithm, and is arranged for
processing a plurality of operational or contextual data
acquired from the devices, objects, environment, organ-
isms and/or living beings 11 - 25 operating in the context
10.
[0176] Acquisition of operational data from the context
10 is illustrated by a curved arrow 58. Operational data
for controlling, by the information processing device 50,
of one or more of the devices operating in the context 10
is illustrated by a curved arrow 59.
[0177] Those skilled in the art will appreciate that the
devices, objects, environment, organisms and/or living
beings 11 - 25, when operating in the context 10, are in
data communication with the information processing de-
vice 50, either via an individual or shared wired, wireless
or cloud or internet data communication connection, for
example operating an Internet-of-Things, loT, a WiFi, a
Bluetooth™ or any other known data communication pro-
tocol.
[0178] Bio-signals 33 of the human 30 participating
with or in the context 10, including but not limited to elec-
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trical and non-electrical time-varying signals comprising
any of human body bio-signals and measurements of
human physiological structure and function, may be ob-
tained from commercially available sensors or sensing
devices 35, operatively connected to or directed at the
human 30, as represented by curved arrow 36.
[0179] Reference numeral 35 generally represents
bio-signal sensors or devices for use with the present
disclosure and include direct and indirect measurements
of electro cardiac activity, body temperature, eye move-
ments, pupillometric, hemodynamic, electromyographic,
electrodermal, oculomotor, respiratory, salivary, gas-
trointestinal, and genital activity.
[0180] The term indirect measurements here also can
refer to derivate measures of bio-signals, including phys-
iological parameters such as heart rate variability, gaze,
peak amplitudes, power in specific frequency bands, and
signal rise and recovery times, for example.
[0181] The bio-signal sensors 35 are in data commu-
nication with the information processing device 50, as
illustrated by curved arrow 46. The data communication
46 and/or the connection 36 to the human 30 may operate
either via an individual or shared wired, wireless or cloud
or internet data communication connection, for example
operating an Internet-of-Things, loT, a WiFi, a Blue-
tooth™ or any other known data communication protocol.
[0182] Brain waves and other measures of brain activ-
ity are also bio-signals for the purpose of the present
disclosure. Brain activity signals 33 of the human 30 par-
ticipating with or in the context 10 may be provided by
Brain-Computer Interface, BCI, in particular a passive
Brain-Computer Interface, pBCI. In the embodiment
shown, a pBCI is illustrated in two parts that are in data
communication with each other, illustrated by a curved
arrow 45 representing brain activity data of the human 30.
[0183] That is, a hardware part 37 for registering brain
activity signals 33 of the human 30, such as a plurality
of electrodes attached to the human head in the case of
an electroencephalogram, EEG, and a software part 54
running on the information processing device 50 and op-
erating one or a plurality of classifiers or classification
algorithms for processing the raw brain activity signals
received from the hardware part 37 of the pBCI. Com-
mercially available pBCI software 54 for use with the
present method is known as BCILAB and OpenViBE, for
example.
[0184] It is noted that the human bio-signal data com-
municated 46 to the information processing device 50
may likewise be processed by one or a plurality of clas-
sifiers or classification algorithms arranged for process-
ing the bio-signal data 46 received from the bio-signal
sensors 35, and also using commercially available soft-
ware operated by the information processing device 50.
[0185] Electroencephalography is a well-known elec-
trophysiological monitoring method to record electrical
activity on the scalp representing the activity of the sur-
face layer of the brain underneath. It is typically non-in-
vasive, with the electrodes placed along the scalp.

[0186] Figure 2 shows a typical electrode placing of
the hardware part 37 of a pBCI for registering brain ac-
tivity signals based on EEG and used for operating the
present disclosure. The Hardware part 37 comprises sev-
eral electrodes which are depicted as numbered small
circles, such as circles 65, 66.
[0187] Instead of or in addition to recording brain ac-
tivity data 45 by EEG or intracranial EEG, other recording
techniques suitable for the purpose of the present dis-
closure are Magnetoencephalography, MEG, a function-
al neuroimaging technique for mapping brain activity by
recording magnetic fields produced by electrical currents
occurring naturally in the brain, functional Near-InfraRed
Spectroscopy, fNIRS, that is a functional neuroimaging
technique based on brain hemodynamics, functional
Magnetic Resonance Imaging, fMRI, that measures
brain activity by detecting changes associated with blood
flow, or ElectroCorticoGraphy, ECoG, a type of electro-
physiological monitoring that uses electrodes placed di-
rectly on an exposed surface of the brain, i.e. not on the
scalp, to record electrical brain activity.
[0188] By the above-mentioned techniques, pBCI data
are provided based on implicit or passive human partic-
ipation, different from explicit or active, i.e. voluntary, in-
tentional, conscious, human interaction with the context
10.
[0189] Measurements of the physiological state of the
human 30 can be continuously monitored from the brain
activity signals 33, for example by the pBCI 37, or a sep-
arate pBCI (not shown), as well as from measurement
data provided by sensors and devices 35 attached or
operatively connected to the human 30. In practice, prior
to registering bio-signal data, a calibration procedure
may have to be applied.
[0190] Human conduct data may be monitored or
sensed by a number of commercially available sensors
operatively connected with and/or aimed at the human
participant 30, i.e. worn by or aimed at the human par-
ticipant, as illustrated by curved arrow 47. Reference nu-
meral 38 refers to a body motion sensor and reference
numeral 39 refers to eye-tracking equipment. Other ex-
amples of human conduct data sensors or device for
sensing human conduct data include but are not limited
to input modalities comprising a keyboard, push buttons,
switches, touch screen, mouse, joystick, electronic pen-
cil/stylus, laser pointer, motion controller, game control-
ler, microphones, cameras, thermal imagers, motion
capture devices, pressure sensors, gyroscopes or other
equipment for signaling a selection or decision for exam-
ple.
[0191] Data communication of the human conduct sen-
sors 38, 39 with the information processing device 50 is
schematically illustrated by curved arrow 48. The data
communication 48 and/or the connection 47 to the human
30 may operate either via an individual or shared wired,
wireless or cloud or internet data communication con-
nection, for example operating an Internet-of-Things, loT,
a WiFi, a Bluetooth™ or any other known data commu-
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nication protocol.
[0192] It will be appreciated that the bio-signal sensors
and human conduct sensors shown in Figure 1 and dis-
cussed above are just examples of suitable sensors and
any other or future bio-signal sensor and/or human con-
duct sensor may be applied with the present disclosure.
Brain activity signals, for example, may also be sensed
using so-called cEEGrid sensors as a hardware part of
a pBCI. These sensors are commercially available and
are designed to be easily placed by the user around their
ears and on the forehead, allowing for more flexible use
in a variety of settings. Theses sensors show a compa-
rable data quality to standard EEG sensors using elec-
trodes placed along the scalp.
[0193] Those skilled in the art will appreciate that the
information processing device 50 may operate plural Al-
enabled data processing algorithms 51 and/or plural al-
gorithms for simultaneous sensing or collecting data of
sensors 35, 36, 37, 38, 39 and input/output of operational
data 58, 59, processing and pre-processing in real-time
or quasi real-time, and time-synchronization, in particular
in a time critical context.
[0194] That is, processing of at least one of human bio-
signal data, operational data, and human conduct data
using so-called classifiers or classification algorithms for
identifying or decoding mental processes, mental states,
constructing a Multi-Dimensional Mental State, MDMS,
data space and assigning mental categories providing
artificial intelligence for the Al-enabled data processing
algorithm 51, i.e. the part 52 thereof, by applying mental
categories in accordance with the present disclosure.
[0195] Suitable classifiers or classification algorithms
are commercially available or may be derived from ex-
periments or test data, for example,
The information processing device 50 may be arranged
as well for adapting aspects of the context 10, such as
controlling the alarms 11, lighting 14, audio equipment
19, actuator(s) 22, etc. or purposely inducing or evoking
probes and to evoke a response from the human 30, such
as to evoke at least one mental category or a collection
of mental categories, i.e. for the purpose of interactive
learning, as explained in the Summary part above. In
figure 1, such algorithms are collectively referred to by
refence numeral 53.
[0196] For completeness’s sake, reference numeral 55
represents a database or data repository or any other
type of memory devices for storing data acquired and
processed by the information processing device 50, such
as is generally known. The database may be fully or partly
located externally from the information processing device
50, for example remote in a cloud computing environment
or data center, and/or be fully or partly located internally
with the information processing device 50.
[0197] The database 55 may contain files, lists, librar-
ies, or any other assembly of information for use in the
processing of data according to the present disclosure,
in particular data pertaining to mental categories and/or
collections of mental categories, as generally designated

by block 56 and MDMS data space information, generally
designated by block 57. As disclosed in the Summary
part above, the more data that become available from a
person over time and in different contexts, the more his-
tory can build up a profile/model of that human’s inter-
pretations, knowledge, et cetera that can be referred to
as a cognitive copy, which may be stored in the database
55.
[0198] When the information processing device 50 op-
erates multiple algorithms 53 as described above, poten-
tially all such algorithms may be adapted based on the
data processing performed in accordance with the
present method, inclusive adaptation of multiple operat-
ed Al-enabled data processing algorithms 51, and data
storage 55 and respective contexts.
[0199] Operational data 58, 59 may comprise physical
data produced by or for the control of physical devices,
equipment, sensors, etc. in the context 10, such as tech-
nological device states like device input states, device
output states, device operational states, device game
states, computer aided design states, computer simulat-
ed design states, computer peripheral device states,
computer-controlled machinery states and respective
state changes, and acts performed by and behavior ob-
served from an organism or living being, as well as so-
called virtual operational data originating from the context
10. The latter are data relating to, for example, the soft-
ware program or software application 23 operating in the
context 10, and/or data received from the camera’s 12,
13, for example, or any other sensor operating in the
context 10.
[0200] The set-up discussed above is representative
for both a real-life or real-world operational context 10,
that is a non-predefined or authentic context or environ-
ment occurring in reality or practice, and a cognitive prob-
ing context 10.
[0201] Referring to the Summary part above, the
present disclosure provides for a continuous and event-
related monitoring of the human mindset and mental
processes of the human and allows an automatic view
into the knowledge, intelligence, moral values, subjective
and situational interpretations as well as human advise
about tasks, processes, devices, and information per-
ceived by the human.
[0202] In Figure 1, the human mindset, intelligence,
strategies, skills, logic, values, subjectivity, objectivity,
mental processes and mental states, et cetera, are very
schematically illustrated by the brain cloud 34.
[0203] Although a single human 30 is referred to in
Figure 1, those skilled in the art will appreciate that the
set-up presented is feasible for more than one human
participating in or with the context 10, such as a group
of people, by simply replicating any or all of the sensors
35, 37, 38, and using processing software adapted ac-
cordingly, for example. Schematically indicated by the
further human 49.
[0204] It is noted that the human 49 may be located at
the same or a different geographical location compared
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to the human 30. In the latter case, the human 49 may
participate in the context 10 in that same is replicated or
is otherwise partly or completely virtually made available
to the human 49 or a group of humans 49.
[0205] The present disclosure also comprises a pro-
gram product comprising instructions stored on any of a
transitory and a non-transitory medium 60 readable and
executable by an information processing device 50 op-
erating at least one data processing algorithm enabling
artificial intelligence, such as a computer or a computer
application.
[0206] The disclosure further provides a data process-
ing algorithm comprising artificial intelligence provided in
accordance with the present method disclosed above,
generally referred to by reference numeral 61. The
trained data processing algorithm 61 may be stored on
any of a transitory and a non-transitory medium 60 read-
able and executable by an information processing de-
vice, as illustratively shown in Figure 1.
[0207] As will be appreciated, for an actual deployment
of the trained Al-enabled data processing algorithm 61,
participation of the human 30, 49 and hence the human
bio-signal and human conduct data sensors 35, 37, 38,
39 are not required. The trained Al-enabled data process-
ing algorithm may operate, handle, perform and complete
an operation or task in any of a real-life or probing context
10 in real-time or quasi-real time from obtaining opera-
tional data 58 as discussed above.
[0208] However, for improving, updating, enhancing,
augmenting or otherwise training or learning an already
trained Al-enabled data processing algorithm the set-up
discussed above may be used in a same manner as dis-
closed, provided that the Al-enabled data processing al-
gorithm 51 is an already (partly) trained Al-enabled data
processing algorithm.
[0209] As will be appreciated, in accordance with the
present disclosure, in addition to and/or in combination
with the artificial intelligence provided, acquired, aligned,
created, generated, augmented and/or modified from hu-
man participation, the information processing device may
also provide, acquire, align, create, generate, augment
and/ or modify artificial intelligence of the Al-enabled data
processing algorithm from operational data sensed from
the context, i.e. originated from the context, in both train-
ing and deployment of an already trained Al-enabled data
processing algorithm.
[0210] For example, when operational data from the
context indicate an error, conflict or other controversy in
the performance of an operation or task, et cetera, by the
information processing device, the artificial intelligence
of the Al-enabled data processing algorithm may be cor-
rected, updated, enhanced, or otherwise modified by the
information processing device. That is, even when no
human takes part in the deployment of a trained Al-ena-
bled data processing algorithm.
[0211] As an example, Neuroadaptive Category
Learning, NCL, in accordance with the present disclosure
may be used to provide artificial intelligence in the context

of automotive applications. Current and future fully or par-
tially autonomously driving vehicles, e.g. "self-driving
cars", may be equipped with any number of sensors to
perceive objects, facts, quantities, properties, and other
aspects and elements present in a context 10, both inside
and outside of the vehicle.
[0212] For example, cameras, lidar, radar, sonar, ther-
mometers, inertial measurement units, GPS, as well as
virtual data provided using, e.g., maps or other location-
based databases may provide the vehicle’s data
processing algorithms, operated by the information
processing device 50, with large quantities of operational
data 58 concerning the vehicle’s internal and external
environment.
[0213] A human occupant 30 may be present in this
vehicle, either actively controlling the vehicle, or as a pas-
senger, for example. Alternatively, the human 30, or a
second human 49 in case the human 30 controls the
vehicle directly, may be present at a different geographic
location with the vehicle’s captured operational data 58
being relayed to them in an appropriate manner, as dis-
closed above.
[0214] At either location, additional sensors 38, 39 may
capture human conduct data 48 inside the vehicle, such
human conduct data 48 may, for example, consist of look-
ing, braking, acceleration, and steering behaviors,
whereas at an external location, human conduct data 48
may represent focus on the explicit identification, or la-
belling, of contextual elements, the approval or disap-
proval of certain behaviors of, for example, a human 30
controlling the vehicle, or the labelling of temporal se-
quences, as well as looking, for example.
[0215] The human or humans in question will simulta-
neously be equipped with bio-sensors, such as EEG 37
and heart rate sensors 35, to capture their bio-signal data.
As such, this set-up provides for the simultaneous acqui-
sition of operational data 58 from a context, human bio-
signal data 46, and human conduct data 48.
[0216] Because of the presence of bio-signal sensors,
all of the operational data can be associated, by the in-
formation processing device 50, with corresponding bio-
signal data and/or human conduct data. Based on these
bio-signal data and/or human conduct data - by the in-
formation processing device 50 - mental categories can
be formed that represent various patterns present in the
bio-signal data and/or human conduct data, such as pat-
terns representing various mental states, or patterns rep-
resenting various responses to specific parts of opera-
tional data. As such, each part of operational data is as-
sociated with at least one mental category. This associ-
ation provides additional information concerning each
part of operational data that could not have been obtained
from the operational data alone, but relies on the avail-
ability and joint processing of at least the operational data
and the human bio-signal data, imparting at least part of
a human interpretation to the data and thus to the Al-
enabled data processing algorithm using this data.
[0217] Once mental categories have been formed and
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sufficiently representative operational data has been col-
lected, an Al-enabled data processing algorithm learns
to interpret the operational data in terms of these mental
categories directly, no longer needing the human bio-
signal data and/or human conduct data. This approach
thus provides a method to represent operational data
based on mental categories, initially formed based on
human bio-signal data and/or human conduct data, en-
abling an Al-enabled data processing algorithm to use
this same representation during deployment.
[0218] Furthermore, in the setup described above, it
will be possible for an algorithm operated by the informa-
tion processing device 50 to select specific parts of the
operational data based on their associations with, or in-
formation obtained from, the other data sources.
[0219] For example, when based on human conduct
data 48, only operational data parts may be selected that,
for example, correspond to gaze fixations, were gathered
less than five seconds before specific human actions
were performed, or were explicitly identified by a human
in the course of labelling.
[0220] These selected operational data parts may ad-
ditionally be represented in a collection of mental cate-
gories along with the corresponding conduct data that
informed the selection, as well as the associated mental
categories.
[0221] Similarly, selections of operational data may al-
so be performed based on their associated mental states.
For example, only operational data parts leading up to
mental "error" states may be selected, or data parts com-
prising mental "high workload" states, or data parts fol-
lowing the identification of "fatigue". This allows a selec-
tion to be made by the information processing device of
operational data parts that are difficult to identify based
on operational properties but can be easily and uniquely
identified by a human.
[0222] For example, data parts can be selected, and
collections of mental categories can be formed that are
associated with mental categories representing per-
ceived risk. When combined with additional Al generation
steps, this approach provides a method to teach an Al-
enabled data processing algorithm to recognize opera-
tional data representing risk.
[0223] The mental categories defined in this way can,
using a supervised training machine learning paradigm,
be used to teach an Al-enabled data processing algo-
rithm to predict a risk measure associated with the oper-
ational data, for example. The training paradigm is min-
imizing the mismatch between the model prediction of
the mental categories and the true categories defined
above. In this way an Al-enabled data processing algo-
rithm can be trained that is able to provide more mean-
ingful labels that include a risk measure, for example.
[0224] This new labelling dimension represents a new
interpretation of the operational data which involves the
internal logic of a human brain and can be used in a larger
Al system that is built with the purpose of autonomously
steering a vehicle. Usually the goal for the latter Al is to

achieve a performance that is better than the average
human driver in terms of driving safety.
[0225] As another example of NCL in accordance with
the present disclosure, a predetermined mental category
may be used to represent any number of aversive psy-
chological states. Collections of mental categories can
then be formed of operational data leading up to, or com-
prising, those psychological states. Based on these col-
lections of mental categories, an Al-enabled data
processing algorithm that is already capable of safe driv-
ing, for example an Al-enabled data processing algorithm
achieved using the method according to the present dis-
closure, may be further adapted, using a reinforcement
learning training paradigm, to specifically avoid opera-
tional situations that lead to aversive psychological
states, or conversely, to promote operational situations
that lead to positive psychological states.
[0226] Among other things, this approach would allow
an Al-enabled data processing algorithm to be adapted
to the mental experiences of a specific human driver.
Additionally, this approach may be used to add reactive
driving functionality such as for instance "emergency
braking" to an autonomous Al pilot by teaching this Al
pilot to take evasive actions based on the metal category
or risk associated with the currently analyzed operational
data.
[0227] As another example application, NCL in accord-
ance with the present disclosure is advantageous in
sleep stage identification, also known as sleep scoring.
Sleep stage identification plays a crucial role in the eval-
uation of sleep and its disorders. It is commonly evaluated
using polysomnography (PSG). A PSG study involves
the recording of electroencephalogram (EEG), electrooc-
ulogram (EOG), electromyogram (EMG), and other sig-
nals such as respiration, during sleep. The recorded data
is then analyzed by expert PSG analysts who, through
years of practice, are capable of quickly and flexibly in-
tegrating information from the multi-modal data and iden-
tifying the sleep patterns of their patients. While manuals
exist that provide explicit guidelines on sleep stage eval-
uation, e.g. provided by the American Academy of Sleep
Medicine, experts often report that they have developed
a feeling, an intuition, that helps them identify the pat-
terns. They use their own internal language, their own
interpretations, and their own unique mental strategies
to analyze the data and make their judgements. Impor-
tantly, while they are aware of having these strategies,
they are often unable to verbalize them.
[0228] The present NCL provides a unique approach
to assessing these internal mental strategies and copying
them into an Al.
[0229] While performing a task by an expert 30 in sleep
stage identification the context data 58, 59 and the ex-
pert’s bio-signal data 46 and conduct data 48 are being
simultaneously tracked by the information processing de-
vice 50, while constructing his or her MDMS data space
57. By synchronously assigning and recording the MDMS
data space 57 and the context data 58, 59, the two can
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be associated with each other. Importantly, the context
data 58, 59 in this study includes the patient’s PSG that
the expert 30 is analyzing. Thus, specific sections of the
PSG can be associated with the expert’s mental inter-
pretation of that section.
[0230] For example, a specific K-complex or a partic-
ular sleep spindle will elicit different mental responses
than others. Even as the expert may not be able to ver-
balize these differences, they will be revealed through
the MDMS.
[0231] Then, by assigning mental categories to the
constructed MDMS data space and context information,
an Al can be trained that makes direct use of our expert’s
own interpretations of the various PSG features. This can
be seen as a set of additional, meaningful labels that NCL
provides to the Al, based directly on the expert’s brain
activity.
[0232] Once trained using NCL, for validation purpos-
es, the sleep stage identification output of this Al applied
on a separate test dataset may be compared to the ex-
pert’s own judgements or may be compared to commer-
cially available state-of-the-art AI sleep stage identifica-
tion algorithms.
[0233] The present NCL technique may also be applied
with Large Language Models, LLM, mentioned in the
Background part. By monitoring the cognitive and affec-
tive states of users through passive brain-computer in-
terfaces, NCL allows the language model to recognize
the mental state of the user and adjust its responses and
behavior accordingly. For instance, if the user is frustrat-
ed or confused, the language model can be trained to
provide more helpful and context-specific suggestions or
explanations. By integrating inference on mental catego-
ries derived by NCL into an artificial intelligence language
model, the system can offer more personalized and ef-
fective answers and support to users, resulting in a more
positive and productive interaction. This, in turn, can
boost user satisfaction and adoption of the system, while
also improving the accuracy and quality of the system’s
responses. Moreover, the language model continues to
learn and adapt and can evolve into a more valuable tool
that aligns with human values, supporting businesses
and organizations in various tasks and scenarios.
[0234] The above-mentioned examples are not limita-
tive for the use of NCL. Those skilled in the art will be
able to apply NCL in accordance with the present disclo-
sure in a variety of other applications.
[0235] Figures 3, 4, 5, 6 and 7 illustrate an example to
further clarify the NCL method according to the present
disclosure. With reference to Figure 1, in this example,
a human individual 30 has to perform a task that is com-
prised by elements displayed at the display 21. In the
sense of the present disclosure, these elements repre-
sent operational data 58.
[0236] Human bio-signal data from the human individ-
ual 30, obtained by the information processing device
50, comprise brain activity signals, recorded by a pBCI
37, 45, 54 as illustrated and disclosed above in conjunc-

tion with Figure 1 and Figure 2. Human conduct data of
the individual 30 are obtained by the information process-
ing device 50 from eye tracking data 48, using eye track-
ing equipment 39. That is, through the eye tracking equip-
ment 39 the information processing device 50 is informed
at which part of the operational data 58 momentarily dis-
played at the display 21 the human 30 is looking at, i.e.
task-relevant behavior of the human 30.
[0237] With reference to Figure 3, in this example, a
grid 70 of 25 elements 71 is displayed at the display 21
and visible to the human 30. Each element 71 consists
of a written character surrounded by either a circle or a
square. That is, an element 71 has two dimensions, i.e.
it is either a circle 72 or a square 73 as a first dimension,
and one of a written character b, d, p or q as a second
dimension.
[0238] The task to be performed by the human 30 is
to look at the elements 71 and to decide for the grid 70
as a whole whether or not this is a good or a bad grid or
display, or a type one or a type two grid or display, for
example. That is, the human 30 has to perform a deci-
sion-making task, classifying the grid 70 as belonging to
a first or a second different class.
[0239] The human 30 is given or may come up with a
specific way or rule to classify the grid 70, as schemati-
cally illustrated in Figure 4. For example, if the grid 70
contains more b’s in a circle than q’s in a square, as
indicated in Figure 4 top part, it is a "good" or type one
grid 70 or display, otherwise it is a "bad" or type two grid
70 or display, respectively indicated by a thumb-up sym-
bol 74 or a thumb-down symbol 75.
[0240] This rule is completely arbitrary and can be
turned around, for example, as indicated in Figure 4 mid-
dle part, i.e. if there are fewer b’s in circle than q’s in a
square, it is a good or type one grid 70, i.e. thumb-up 74,
and otherwise it is a bad or type two grid 70, i.e. thumb-
down 75.
[0241] Another rule may be, for example, if there is an
equal number of b’s in a circle and q’s in a square, as
shown in Figure 4 bottom part, it is a good or type one
grid 70, i.e. thumb-up 74, and otherwise it is a bad or type
two grid 70, i.e. thumb-down 75.
[0242] The rule can be made even more complicated,
such as if there are more b’s in a circle than q’s in a
square and if there are fewer than five b’s and at least
two q’s it is a good or type one grid and otherwise it is a
bad or type two grid. (Not shown).
[0243] Important is that the information processing de-
vice 50 operating the at least one Al-enabled data
processing algorithm 51 is not informed about the deci-
sion rule applied by the human 30. That is, the human
30 has some strategy to perform the task but the infor-
mation processing device 50 does not know this strategy.
[0244] Using known or traditional learning or training
techniques for training an Al-enabled data processing
algorithm, such as but not limited to a machine learning
algorithm based on reinforcement learning allowing to
acquire artificial intelligence from trial and error, or using
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deep reinforcement learning, the Al-enabled data
processing algorithm can be taught the applicable deci-
sion rule and to perform the task by giving the raw data
to the algorithm, as illustrated in Figure 5.
[0245] That is, the Al-enabled data processing algo-
rithm is informed about all the elements 71 in the grid 70,
along with the final decision made for each grid 70, for
example by the person ‘telling’ the information process-
ing device, i.e. the Al-enabled data processing algorithm,
for each grid, whether it is a good or bad grid 70 or a type
one or type two grid 70, for example.
[0246] For example, the top part of Figure 5 represent-
ing a grid 70 comprising 25 elements 71 (not all shown
in the figure) is classified by the human 30 as a bad or
type two grid, i.e. thumb-down 75. The middle part of
Figure 5 representing a grid 70 comprising 25 elements
71 (not all shown in the figure) is likewise classified by
the human 30 as a bad or type two grid, i.e. thumb-down
75. The bottom part of Figure 5 representing a grid 70
comprising 25 elements 71 (not all shown in the figure)
is classified by the human 30 as a good or type one grid,
i.e. thumb-up 74, et cetera.
[0247] With the above sequence repeated many times,
for example up to thousand or more times, eventually the
Al-enabled data processing algorithm will be able to infer
the decision rule and perform the task according to the
decision rule applied by the human 30.
[0248] In accordance with the NCL method of the
present disclosure, different from the traditional or known
manners of Al learning or training, the artificial intelli-
gence for the Al-enabled data processing algorithm is
provided by the information processing device 50 using
sensed bio-signal data and human conduct data, i.e. in
this example the brain activity data from the pBCI 37, 45,
54 and the eye tracking equipment 39, respectively.
[0249] That is, as shown in Figure 6, based on the
sensed human conduct data and the human bio-signal
data, while looking by the human 30 at the grid 70, the
information processing device 50 may detect a pattern
in the bio-signal data that some elements 71 of the grid
elicit different brain activity than all the other elements of
the grid. For example, the elements 76, 77, 78 and 79
indicated in the grid 70 of Figure 6 elicit a different brain
activity than all the other elements 70.
[0250] In this example, the pBCI 37, 45, 50 operates
a number of classifiers or classification algorithms to dis-
tinguish different brain activity, i.e. different mental proc-
esses in the brain 33 of the human 30. For this example
it is not known or important what type of brain activity the
classifiers operate at, only that same are different and
hence refer to different mental processes in the human
brain. With reference to Figure 6, the elements 77 and
78, for example, may elicit a different brain activity than
the elements 76 and 79.
[0251] Based on the above, in accordance with the
present disclosure, mental categories may be associated
with the elements 70 in the grid of Figure 6. That is, the
elements 76, 77, 78 and 79 appear grouped together in

one mental category, while the other elements may con-
stitute a different second, non-overlapping mental cate-
gory, with these categories essentially reflecting the fact
that elements 76, 77, 78, and 79 are relevant to perform-
ing the task, i.e. used by the human to make the decision,
while the others may not be relevant. And, depending on
the number of classifiers and their performance accura-
cy, the same or a further classifier may provide a basis
for the q’s in a square 76, 79 to be separated from the
b’s in a circle 77, 78 in yet further mental categories.
[0252] As such, in this example, there may be at least
four mental categories associated with the various ele-
ments 71 appearing in a grid 70: a first mental category
of "irrelevant" elements which the human does not use
for a decision, a second mental category of "relevant"
elements 76, 77, 78, 79 which the human does use to
base a decision on, and a third and fourth mental category
possibly hierarchically contained within the "relevant"
category that further subdivide same into q-square 76,
79 and b-circle 77, 78, respectively.
[0253] These mental categories thus reflect the differ-
ent meaning these elements have to the human 30 in
solving the task, based on the decision rule applied. It is
repeated that the decision rule applied by the human 30
is not known to the information processing device 50, is
essentially arbitrary for the purpose of this example, and
that the above designations referring to specific elements
76, 77, 78, and 79 as informing the decision are similarly
arbitrary.
[0254] The mental categories may be named or la-
belled based on the type of human bio-signal data or
human conduct data corresponding to a respective men-
tal category.
[0255] Now having established different mental cate-
gories, same can be input into the Al-enabled data
processing algorithm 51, such that the Al has more in-
formation and forming a different perspective than with
the traditional Al learning illustrated above with reference
to Figure 5.
[0256] Different from the set up disclosed with the ex-
ample above, in which the mental categories are formed
by the information processing device from the related
operational, human bio-signal data and human conduct
data sensed, the information processing device may be
informed beforehand of certain pre-determined mental
categories, pre-determined bio-signal data and/or pre-
determined human conduct data applicable to the per-
formance of the task or operation, for example. In the
case of a pBCI, for example, classifiers pointing to a par-
ticular mental category may be known beforehand, or it
may be known that a certain heart rate or variability in
the heart rate may point to a certain mental category.
[0257] When a specific classifier or set of classifiers is
known to be responsive to "relevant" elements, for ex-
ample, a mental category based on the corresponding
output of the respective classifier or classifiers may be
predetermined. This as elucidated in the Summary part
above.
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[0258] When showing different grids 70 to the human
30, for example the grids as illustrated in Figure 5, the
result of applying the method according to the present
disclosure is an additional representation of the data
grids based on the above-mentioned first, second, third
and fourth mental categories formed, indicated by refer-
ence numerals 80, 81, 82 and 83, respectively, as sche-
matically illustrated in Figure 7.
[0259] Once the Al-enabled data processing algorithm
has provided artificial intelligence in accordance with the
present method, i.e. after applying a number of different
grids 70 and processing the related operational, bio-sig-
nal end human conduct data, when providing a new grid
70 to the trained data processing algorithm operated by
an information processing device, same may translate
the new grid, i.e. the features or elements of the real
world, into mental categories and solve a new task based
on the mental categories obtained. That is, sensing op-
erational data from a real-world context and mapping
same with certain mental categories or collections of
mental categories, as disclosed in the Summary part
above.
[0260] As an intermediate step, the brain activity
sensed by the pBCI 37, 45, 50 may be decoded into a
Multi-Dimensional Mental State, MDMS, data space, re-
vealing the expert’s mental interpretation of each of the
inspected elements.
[0261] The key here is that different elements will be
interpreted and categorized differently by the human ex-
pert, depending on a respective qualification rule. This
MDMS, consisting of relevant foundational mental proc-
esses, is capable of reflecting these different mental re-
sponses and the above-mentioned mental categories
may be assigned to the MDMS data space incorporating
the expert’s context associated MDMS information. NCL
identifies and extracts specific mental categories from
the MDMS as they relate to specific context occurrences.
In this example, it learns that certain on-screen elements
elicit categorically different MDMS responses than others
and identifies at least four mental categories.
[0262] Using these categories simplifies the search
space thus enhancing model training in comparison to
the original problem when the model relied only on the
raw data.
[0263] With the present method, an Al has been gen-
erated that can use a mental representation learned from
a human expert in its own logic.
[0264] The present manner of mimicking, by an Al, a
strategy based on mental categories learned from a hu-
man individual adheres to or connects excellently to the
way the human brain considers people, objects and ac-
tions are related and reflect what kind of learning may be
going on in the brain.
[0265] Figure 8 shows, in a graphical illustration 85,
based on simulated data, the difference between tradi-
tional training of an Al-enabled data processing algorithm
just from the raw data, i.e. the graph 86, compared to
providing Al in accordance with the present method, il-

lustrated by graph 87. In the graphical illustration 85, the
number of grids or training samples 70 provided are set
along the horizontal axis, and the performance provided
by the trained Al is indicated along the vertical axis, in a
number ranging from 0, i.e. no performance, to 1, i.e.
excellent performance.
[0266] As can be clearly seen form Figure 8, the meth-
od according to the present disclosure performs already
from the start significantly better than the prior art meth-
ods, i.e. even with a relative low number of grids or train-
ing samples.
[0267] Figure 9 illustrates, in a process type diagram,
steps of an embodiment of the method according to the
present disclosure, implemented in an information
processing device 100 operating two Al-enabled data
processing algorithms, indicated by reference numerals
101 and 102, respectively.
[0268] In a first step 103, simultaneously collected op-
erational data originating from a context, either a probing
context or a real-life context, and human bio-signal data
and human conduct data relating to human participation
with this context are obtained by the information process-
ing device 100.
[0269] In a second step 104, a first or initial training is
performed, starting with a process for selection 105 of
operational data of interest, based on at least one of the
human bio-signal data and human conduct data related
to this operational data.
[0270] To the thus selected operational data and cor-
responding bio-signal and human conduct data, indicat-
ed as a whole by reference numeral 106, the first Al-
enabled data processing algorithm 101 assigns or allo-
cates 107 a plurality of mental categories 108. A mental
category comprising and/or referring to part or an aspect
or feature of the selected operational data associated
with at least one of the human bio-signal data and the
human conduct data corresponding to that mental cate-
gory.
[0271] The assigning or allocation step 107 may com-
prise several intermediate steps like sorting, grouping,
and performing a mental assessment of the data, that is
identifying or decoding mental processes, identifying or
decoding mental states from multiple simultaneous men-
tal processes, and constructing an MDMS data space,
for example, in accordance with the present disclosure.
[0272] The mental categories 108 are inputted as data
109 at the second Al-enabled data processing algorithm
102, by which one or more collections of mental catego-
ries 110 is or are formed. A collection of mental categories
comprises at least one of a set of operational data asso-
ciated with mental categories and a set of collections of
mental categories. The collections of mental categories
110 formed describe the operational data as provided
from the human participating in the context, i.e. a human
performing a task with the context, for example.
[0273] After this first or initializing step 104, in which
the first and second Al-enabled data processing algo-
rithms 101, 102 are initialized, based on the collected
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data 103, a training or analysis step 114 is performed by
the first Al-enabled data processing algorithm 101. In this
second training 114, from the collected data 103, oper-
ational data and corresponding bio-signal and human
conduct data 116 are selected 115, and the thus selected
data 116 are processed by the Al-enabled data process-
ing algorithm 101.
[0274] This results in mental categories 118 that are
inputted 119 at the now initialized second Al-enabled da-
ta processing algorithm 102, by which one or more col-
lections of mental categories 120 is or are formed. It is
noted that the mental categories 120 may be formed us-
ing several intermediate steps comprising one or more
of sorting, grouping, identifying or decoding mental proc-
esses, identifying or decoding mental states from multiple
simultaneous mental processes, and constructing an
MDMS data space, for example, in accordance with the
present disclosure.
[0275] Based on the input data 119 and the collections
mental categories 120, the second Al-enabled data
processing algorithm 102 processes a result 122 as if
the information processing device 100 operated with the
context in performing a task, operation or other handling
with the context.
[0276] The result 122 is now compared 123, 124 with
a result 125 directly obtained from the human participa-
tion in the context, performing the same task, operating
or handling with the context as the information processing
device 100 leading to result 122.
[0277] Based on this comparison, the above steps of
allocating, forming and comparing may be repeated 126,
i.e. result "no" of the comparing step, until the compared
decisions match within predefined criteria 124, i.e. result
"yes" of the comparing step.
[0278] In the repeating step 126 several processing
steps may be performed at the mental categories 108
and/or at the algorithm forming them 107, based on the
result of the comparing step 123, 124, as illustrated in
block 126. For example, the creation of new mental cat-
egories, strategies, et cetera, and comparison with the
previous mental categories, as schematically illustrated
in block 126.
[0279] Eventually, the resulting mental categories and
training of the first and second Al-enabled data process-
ing algorithms 101, 102 results in artificial intelligence
127 enabling the information processing device 100 to
process operational data originating from a context rep-
resenting human participation with the context.
[0280] The order of the above steps may be inter-
changed, and steps may be executed in parallel, for ex-
ample, while the identification or decoding of mental proc-
esses and mental states, the construction of an MDMS
data space, and the assignment of mental categories
may all be based on an automated analysis of collected
bio-signal data and/or conduct data using appropriate
classifiers or classification algorithms, assigning a men-
tal category or mental categories based on data-driv-
en/algorithmically partitioning of the MDMS space, and

performed in real-time or quasi-real time.
[0281] The methods and systems described herein
can be implemented in many ways. For example, the
method can be encoded on a transient or non-transient
computer-readable storage medium such as a data
transmission signal, CD-ROMs, memory cards, optical
drives, magnetic drives, flash drive, or the like. The sys-
tem can be implemented on a general use computer, a
specialized computing system, or implemented in hard-
ware/firmware. These are collectively known as informa-
tion processing devices’ herein.
[0282] As one skilled in the art would recognize, further
modifications and adjustments are conceivable based on
the above-described embodiments, which further modi-
fications and adjustments are all considered to be en-
compassed by the enclosed claims.

Claims

1. A method of providing artificial intelligence from hu-
man participation with a context, in particular a real-
life context, said method performed by an informa-
tion processing device operating at least one data
processing algorithm enabling artificial intelligence,
said information processing device performing the
steps of:

- simultaneously collecting operational data
originating from said context and human bio-sig-
nal data and human conduct data originating
from said human participation with said context;
- identifying mental processes from at least one
of said bio-signal data and said human conduct
data, a mental process referring to an aspect of
at least one of human cognition, emotion and
individual mechanisms of human information
processing;
- assigning mental categories, a mental catego-
ry referring to at least one of said mental proc-
esses associated with an aspect of at least one
of said operational data and said human conduct
data, and
- providing said artificial intelligence from apply-
ing said mental categories by said at least one
data processing algorithm enabling artificial in-
telligence.

2. The method according to claim 1, said information
processing device further performing the steps of:

- identifying mental states from simultaneous
mental processes, a mental state referring to a
condition of at least one of human cognition,
emotion and individual mechanisms of human
information processing;
- constructing a multi-dimensional mental state
data space, wherein a respective mental proc-
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ess forms a dimension of said multi-dimensional
mental state data space, and
- assigning mental categories in said multi-di-
mensional mental state data space, a mental
category referring to a particular subspace of
said multi-dimensional mental state data space
associated with aspects of at least one of said
operational data and said conduct data.

3. The method according to claim 2, wherein said multi-
dimensional mental state data space is constructed
comprising psychological, cognitive, affective, neu-
rophysiological, and otherwise human mind-related
states, including but not limited to aspects of at least
one of reasoning, problem solving, planning, ab-
stract thought, concluding, interpreting, thinking,
prediction, reflection, creativity, imagination, strate-
gy, logic, moral judgement, empathy, agreement,
confusion, understanding, comprehension, engage-
ment, and satisfaction.

4. The method according to any of the previous claims,
wherein said step of identifying mental processes
comprises:

- identifying at least one of cognitive load, mem-
ory encoding, memory retrieval, perception, at-
tention, error processing, emotion recognition,
surprise, reward processing, pain, pattern rec-
ognition, intention, affect, valence, and arousal.

5. The method according to any of the previous claims,
wherein said step of assigning mental categories
comprises at least one of:

- assigning at least one predetermined mental
category;
- assigning at least one mental category based
on at least one predetermined mental process;
- assigning at least one mental category based
on at least one of selected human conduct data
and selected operational data, and
- assigning at least one mental category deter-
mined from a different context.

6. The method according to any of the previous claims,
wherein said at least one data processing algorithm
enabling artificial intelligence comprises labels,
wherein said step of providing said artificial intelli-
gence comprises enhancing at least one of said la-
bels based on at least one mental category.

7. The method according to any of the previous claims,
wherein said step of providing said artificial intelli-
gence comprises applying a collection of mental cat-
egories, wherein a collection of mental categories is
at least one of a set of mental categories and a set
of collections of mental categories.

8. The method according to any of the previous claims,
wherein said step of simultaneously collecting oper-
ational, human bio-signal and human conduct data
comprises:

- simultaneously collecting human bio-signal da-
ta from at least one of an individual and a group
of individuals participating with said context
sensed by at least one sensor, said human bio-
signal data comprising any of human bio-signals
and measurements of human physiological
structure and function of said human participant,
including but not limited to at least one of direct
and indirect measurements of electro cardiac
activity, body temperature, eye movements, pu-
pillometric, hemodynamic, electromyographic,
electrodermal, oculomotor, respiratory, salivary,
gastrointestinal, genital activity and brain activ-
ity;
- simultaneously collecting human conduct data
from at least one of an individual and a group of
individuals participating with said context
sensed by at least one sensor, said human con-
duct data comprising any of human expressions,
communication and physical activity by said hu-
man participant, including but not limited to input
modalities comprising a keyboard, push but-
tons, switches, touch screen, mouse, joystick,
electronic pencil/stylus, laser pointer, motion
controller, game controller, microphones, cam-
eras, thermal imagers, motion capture devices,
pressure sensors, and gyroscopes, and
- simultaneously collecting operational data
comprising at least one of physical data and vir-
tual data originating from said context.

9. The method according to claim 8, wherein brain ac-
tivity data are processed by at least one brain-com-
puter interface, in particular at least one passive
brain-computer interface, operating at least one
classifier responsive to implicit human brain activity
indicative of at least one mental process.

10. The method according to any of the previous claims,
wherein operational data are provoked by said infor-
mation processing device, in particular wherein op-
erational data are provoked by said information
processing device to evoke at least one mental proc-
ess, and more particular wherein operational data
are provoked by said information processing device
to evoke at least one mental category.

11. The method according to any of the previous claims,
wherein said information processing device is ar-
ranged for repeating said steps referring to identify-
ing mental processes, assigning mental categories,
and providing said artificial intelligence each time
based on a differing selection of said collected data,
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until a result of human participation with said context
and a result of operating with said context by said at
least one data processing algorithm enabling artifi-
cial intelligence applying said mental categories
match within predefined criteria.

12. A method of real-time processing operational data
originating from a context, in particular a real-life con-
text, said method performed by an information
processing device operating at least one data
processing algorithm enabling artificial intelligence
processing said operational data applying mental
categories, in particular mental categories mapped
at a multi-dimensional mental state data space, in
accordance with any of the previous claims.

13. A data processing system, comprising means ar-
ranged for performing the data processing method
according to any of the previous claims.

14. A program product, comprising instructions stored
on any of a transitory and a non-transitory medium
readable by an information processing device, said
instructions arranged to perform the method accord-
ing to any of the claims 1 - 12, when said instructions
are executed by an information processing device,
including any of a computer and a computer appli-
cation.

15. Use of mental categories for providing artificial intel-
ligence by an information processing device operat-
ing at least one data processing algorithm enabling
artificial intelligence.
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