EP 4 155 880 A1

(19)

Eurcpiisches
Patentamt

European
et 1) EP 4 155 880 A1
(12) EUROPEAN PATENT APPLICATION

(43) Date of publication:
29.03.2023 Bulletin 2023/13

(51) International Patent Classification (IPC):
GOGF 3/01 (2006.09) GO6N 3/08 (2006.07)

(21) Application number: 22196975.1 (52) Cooperative Patent Classification (CPC):

(22) Date of filing: 21.09.2022

GO6F 3/015; GO6F 3/011; GO6F 3/012;
GO6F 3/013; GO6N 3/08; GO6F 2203/011

(84) Designated Contracting States:
ALATBE BG CH CY CZDE DKEE ES FIFR GB
GRHRHUIEISITLILTLULVMC MK MTNL NO
PLPTRO RS SE SISKSM TR
Designated Extension States:
BA ME
Designated Validation States:
KH MA MD TN

(30) Priority: 22.09.2021 NL 1044171

(71) Applicant: Zander Laboratories B.V.
2628 XJ Delft (NL)

(72) Inventors:

« ZANDER, Thorsten
BERLIN (DE)

« KROL, Laurens
BERLIN (DE)

(74) Representative; Dohmen, Johannes Maria

Gerardus
Dordogne 14
6162 KN Geleen (NL)

(54) A METHOD PERFORMED BY AN INFORMATION PROCESSING DEVICE, A PROGRAM
PRODUCT AND A SYSTEM FOR PROCESSING CONTEXT RELATED OPERATIONAL AND

HUMAN MENTAL BRAIN ACTIVITY DATA
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information processing device operating a machine
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Description
Technical Field

[0001] The presentapplication relatesto data process-
ing performed and implemented in an information
processing device, such as but not limited to a computer,
a computing device, a virtual machine, a server, or a plu-
rality of cooperatively operating computers, computing
devices, virtual machines, or servers. More specifically,
the present application concerns the processing of op-
erational data and human brain activity data by machine
learning technology.

Background

[0002] Machine Learning, ML,technology has become
indispensable in modern society. Data processing sys-
tems using ML technology have proven to handle and
complete tasks commonly associated with human beings
with more precision and in less time than would be pos-
sible for humans.

[0003] Ingeneral, ML comprises the use and develop-
ment of computer systems that can learn and adapt with-
outfollowing explicit instructions, by using algorithms and
statistical models, including but not limited to those im-
plemented using neural networks, to analyze and draw
inferences from patterns or other systematic regularities
in data.

[0004] Most ML systems presently available are so-
called 'tasks intelligent systems’, designed to automati-
cally perform singular tasks, focused on highly specific
technical domains, such as facial recognition, speech
recognition/voice assistants, or searching the internet.
Generally referred to as Artificial Narrow Intelligence,
ANI, or weak Artificial Intelligence, weak Al.

[0005] Such weak or narrow Al algorithms are gener-
ally trained through many iterations of their respective
task, receiving performance feedback from an evaluation
function, or reward function, error function, etc. in order
to reinforce or otherwise learn beneficial behavior and/or
unlearn or disincentivize actions that do not lead to ben-
eficial behavior or intended outcomes within the given
context.

[0006] This need for an evaluation function is why
many current Al applications are games such as chess
or other two-dimensional games, where the final game
outcome or continuous game score can serve to evaluate
in-game behaviors. Furthermore, games represent a
context of limited dimensionality in which the dependen-
cies between Al actions, context parameters, and game
outcome or score can be successfully mapped. Finally,
the game speed can be increased arbitrarily to allow for
more training iterations per unit of time.

[0007] While these systems may appear intelligent,
they operate under a rather simple set of constraints and
limitations not mimicking or replicating human intelli-
gence. These systems merely optimize human behavior
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as to speed and reliability in performing a single, well-
defined task, but do not add real intelligence.

[0008] ANI has in recent years reached human-level
or even greater performance in specific, well-defined
tasks through advances in machine learning, and deep
learning in particular, by processing larger amounts of
operational or contextual data, among which environ-
mental data, information data, measurement data, con-
trol data and state data of a plurality of devices operating
in a particular well-defined context or environment.
[0009] However, more scenarios, handling multiple,
versatile and/or non-predefined tasks, do not have an
objective evaluation function like a game score, and can-
not arbitrarily be sped up. To interpret actions in more
scenarios in terms of goal achievement, benefit, or ap-
propriateness within the current context or a larger strat-
egy, a human is needed to perform that interpretation.
Humans can distill relevant dimensions or key factors
from situations and evaluate the facts or the events that
are taking place accordingly.

[0010] Experiments have been performed toimparthu-
man intelligence data into the processing of a task intel-
ligent ML system, by human evaluation of a task per-
formed or proposed by the system, such as a game.
[0011] This has led to ML training scenarios where hu-
man observers press buttons or provide spoken input or
otherwise perform explicit ratings to indicate what is ap-
propriate/inappropriate behaviorto train an ML algorithm.
In this way, by the active feedback or guidance provided
by the human user, the system successively learns the
best possible policy or policies to perform a respective
task.

[0012] Human observers may, forexample, monitoran
ML algorithm traversing a space performing various ac-
tions, and explicitly communicate whether or not each
change in movement direction or each chosen action is
conducive to the goal.

[0013] The requirement for these human observers to
make explicit decisions concerning what is appropriate
or not and to subsequently communicate their judge-
ment, for example by pressing the corresponding button,
significantly prolongs training times of the ML algorithm.
This situation could be improved by removing the need
to press buttons, for example.

[0014] Inthe emerging field of neuroadaptive technol-
ogies, patterns of brain activity have been identified in
several scientific studies as being associated to internal
mental states, for example workload, reflecting interpre-
tations of orresponses to the environment, such as error,
surprise, agreement, or combinations thereof, in partic-
ular human predictive coding, one of the main mecha-
nisms enabling human intelligence. This predictive cod-
ing can be understood as an automized judgement func-
tion of the human brain, that evaluates all perceived in-
formation automatically, according to a subjective/per-
sonalized value system. Other mental states, such as
agreement or satisfaction, can also be seen as an implicit
judgement of perceived information, and may be utilized
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in a similar function.

[0015] Neuroadaptive technology works by identifying
low-level data on brain activation, such as event-related
potentials, which is then co-registered against the tech-
nology’s repertoire of possible responses or states. The
user's neurophysiological activity in response to known
contextual changes is implicitly and continuously moni-
tored, and this activity is cross-referenced in real-time
with the changes that caused them. This enables the
generative creation of a model that represents the inten-
tions, preferences, interpretations, attitudes, associa-
tions, and/or goals of the user.

[0016] A toolto assess information about brain activity
of an individual is a so-called passive Brain-Computer
Interface, pBCI, operating one or more classifiers respon-
sive to the human brain activity.

[0017] A pBCI differs significantly from classic Brain-
Computer Interfaces, BCls, i.e. active or reactive BCls,
which are built on brain activity that is generated or mod-
ulated by the operator intentionally to transfer specific
control signals to a computer system, thereby replacing
other means of input such as a keyboard or computer
mouse. pBCl data are based on implicit or passive, in-
voluntary, unintentional, or subconscious human partic-
ipation, different from explicit or active, i.e. conscious,
voluntary, intentional, humaninteraction with the context.
[0018] Specific brain activity has been identified in sev-
eral scientific studies to adapt or replace an action in a
task performed by an ANI ML system, based on a cog-
nitive or affective, i.e. mental, state of a human user in-
volved with and/or monitoring the performance of the
task, and/or to learn a model or create a memory of the
user responses through an ongoing evaluation of neuro-
physiological activity of the human user.

[0019] A pBCI distinguishes between different cogni-
tive or affective aspects of a human user state, typically
recorded through an electroencephalogram, EEG. An
immediate action or activity in a context may then be
linked to the current mental state or specific aims of a
user.

[0020] Although at present various ANI systems are
available for processing pre-defined and specific tasks
in different technical domains, the broader goal is on Al
for handling plural tasks in contexts with intelligence pro-
portional to human general intelligence, also known as
Artificial General Intelligence, AGI, or strong Al or full Al.
[0021] Forvariousreasonsitis problematic and difficult
to operate machine learning or Al algorithms handling
multiple, versatile, and non-predefined tasks when work-
ing in a real-life or real-world context. That is a non-pre-
defined or authentic context or environment, occurring in
reality or practice, as opposed to an imaginary, a simu-
lated, test or theoretical context, for example.

[0022] One probleminreal-life contexts isthe absence
of a finite, a priori repertoire of known responses and
states, and the resulting difficulty in identifying which of
any number of perceived states bear specific relevance,
for example.
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[0023] The processing, by an ML algorithm or Al of
operational data originating in relation to a real-life con-
text or environment for performing context dependent
valuations, interpretations, assertions, labelling, etc.
presents a further problem, because this type of opera-
tions requires interpretation of the context or environ-
ment.

[0024] For example, paying closer attention to some
aspects of the context than to others based on a general
understanding of these aspects and their role in the con-
text as a whole, or based on creative insight into the role
that these aspects may potentially play. This is a judge-
ment no objective sensor or ML algorithm or Al can make
itself, but a human can make such an interpretation.
[0025] Those skilled inthe art will appreciate that train-
ing of machine learning systems for operating in a real-
life context and environment by a human user providing
active feedback reflecting its interpretations, forexample,
is practically not feasible because of the large training
and calibration data sets involved, making such training
very time consuming and demanding for a human user.
[0026] Integrating human mental data in the process-
ing of operational data originating in relation to a real-life
context or environment, i.e. rendering the system neu-
roadaptive, presents a further problem because ambigu-
ities and inconsistencies in the relationship between op-
erational data and human mental data of a human par-
ticipating in the context pose a potential source of error
in the data processing of the ML system.

Summary

[0027] Itis an object of the present application to pro-
vide animprovement to the data processing of computers
(information processors) by a method involving a ma-
chine learning algorithm capable of operating in a real-
life context augmented by human mental brain activity
data.

[0028] In afirst aspect ofthe present application, there
is provided a data processing method performed by an
information processing device operating a Machine
Learning, ML, algorithm, which ML algorithm processing
operational data originating from a real-life context and
human mental brain activity data relating to implicit hu-
man participation with the real-life context and provided
by a passive Brain-Computer Interface, pBCI. The oper-
ational data and human mental brain activity data are
identified by sensing human mental engagement with an
aspect ofthe real-life context, and at least one of analysis
and inferencing by the ML algorithm and aspects of the
real-life context are controlled by the information
processing device based on the data processing.
[0029] The present method is practically applicable in
various real-life scenarios or contexts where humans in-
teract with machines, personal computers, robots, ava-
tars, and many other technical applications.

[0030] The expression’human metalengagementwith
an aspectofthe real-life context’, inthe light ofthe present
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disclosure and the attached claims, refers to what aspect
or aspects a human participating with a real-life context
- from which operational data originate - is momentarily
involved with. The involvement comprised by the expres-
sion 'human mental engagement with an aspect of the
real-life context’ includes both active, conscious or ex-
plicit involvement, i.e. the human interacts, is in charge
with and/or controls tasks, processes and operations that
occur in the real-life context and/or need to be accom-
plished, and inactive, subconscious or implicit involve-
ment, i.e. when the human is not particularly focused on
events, changes, adaptations, modifications etc. that
happen in orin relation with the real-life context they nev-
ertheless attract attention, arousal or are otherwise no-
ticed, perceived, or mentally processed by the human.
[0031] Mental engagement with an aspect of the real-
life context can be sensed from human physiological
measurements, that are measurements ofthe physiolog-
ical state of a human which can be continuously moni-
tored from pBCl data, operating a respective classifier or
classifiers, as well as from measurement data provided
by other, different sensors and devices connected to or
in data communication with the human, separate from
the pBCI.

[0032] Investigation by the inventors ofthe present ap-
plication has led to the insight that by sensing human
mental engagement with an aspect or aspects of a real-
life context, plural information assessed from human
mental brain activity data provided by a pBCl of a person
participating with that real-life context can be tied or linked
to operational data originated and acquired from a thus
identified aspect or aspects of the real-life context, for
processing thereof, independently of the complexity of
the real-life context.

[0033] Based on the processing of the thus identified
operational data and/or human mental brain activity data,
i.e. jointly and/or separately, either one or both of the
analysis and inferencing by the ML algorithm and aspects
ofthe real-life context are controlled and may be adapted
by the information processing device, i.e. the system be-
comes neuroadaptive. Thereby, among others, enabling
context dependent valuations, interpretations, asser-
tions, labelling, etc. by the ML algorithm for operational
data acquired from operating in a real-life context, han-
dling multiple, versatile, and non-predefined tasks, ac-
quiring and maintaining repertoires of known states and
actions originating from the real-life context and corre-
sponding human mental brain activity, said repertoire
thus providing subjective meaning, valuations, interpre-
tations, labels, et cetera, to the and novel operational
data, and enabling the prediction of human mental states
based on operational data, for example.

[0034] Forthe purpose of the present application and
the appended claims, multiple pBCls each operating a
different classifierdirected to sense different brain activity
associated with different types of response or mental
sates, i.e. mental brain activity data, of a human partici-
pant may be used. In practice, tens or hundreds, or more,
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of classifiers may be deployed.

[0035] Inaccordance with an aspect ofthe method pre-
sented, at least one of the analysis and inferencing by
the machine learning algorithm and aspects of the real-
life context are controlled by the information processing
device by associating the identified operational data and
human mental brain activity data.

[0036] Assuch, humanmentalengagementcaninform
the ML algorithm which parts of the operational data re-
late to which mental brain activity data or vice versa, on
which basis an association between the two may be es-
tablished for the purpose of further control and possible
adaptation, for example. The establishment of an asso-
ciation can furthermore be used as an identification of
the specific relevance of parts of the data, and to enable
the above-mentioned context-dependent valuations, in-
terpretations, meaning, etc.

[0037] Forexample, an ML system operating on a bat-
tlefield may have any number of context sensors provid-
ing operational data to perceive its environment: camer-
as, thermal imagers, microphones, radar, lidar, chemical
composition sensors, seismometers, gyroscopes, etc.,
and may thus be capable of recording this context and
the events taking place within it to any possible degree
of objective accuracy.

[0038] Withthe method presented, the ML system now
can track which parts of the context the human is con-
sciously and subconsciously attending to. This human
may, for example, observe a configuration in the context
reminiscent of a trap experienced before. This will auto-
matically and possibly subconsciously evoke a pattern
of brain activity that signals the significance ofthis aspect
of the context.

[0039] A pBCI can detect this human mental engage-
ment and classify this response and provide it to the ML
algorithm, essentially serving as an additional human
sensor providing an evaluation of aspects ofthe environ-
ment. The ML algorithm, by the operational data now
having available to it a representation of a specific aspect
of this real-life context identified through the human's
mental engagementwith it, and the human’s mental eval-
uation data of this aspect assessed from the identified
human mental brain activity data, by combining or asso-
ciating these pieces of information learns by controlling
or adapting its analyzing and inferencing capabilities how
to identify, classify, respond to or adapt to different as-
pects of the real-life context.

[0040] In a further aspect of the method presented, at
least one of the analysis and inferencing by the machine
learning algorithm and aspects ofthe real-life context are
adapted by the information processing device based on
at least one of human mental engagement with respect
to respective operations and interactions in the real-life
context and engagement of the information processing
device with respective operations and interactions in said
real-life context.

[0041] That is, human evaluation and perception of
specificorparticular, forexample predefined, tasks, proc-
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esses, states, operations and interactions ofdevices, and
environmental information with respect to a real-life con-
text, provided and derived from respective pBCl data, is
integrated with the analysis and inferencing of operation-
al or contextual data by the ML algorithm operating in
that context.

[0042] By incorporating this information into its analyz-
ing and inferencing structure, the ML algorithm not only
becomes more intelligent but also learns to mimic the
human'’s preferences, behaviors, interpretations, norms,
and values given respective operations and interactions
in a real-life context, thus becoming more alike in its own
interpretations and actions to the human it learned from.
[0043] Autonomous driving vehicles may face deci-
sions with moral dimensions in extreme situations where
an accident cannot be avoided, for example. In such sit-
uations, the ML system operating the vehicle may need
to decide to harm either the human occupant or any of
the other road users present at that time. These kinds of
decisions could potentially be pre-determined by the
manufacturer, opting forexample for rule-based behavior
to never harm the driver unless it cannot be avoided, and
always harm older road users over younger ones.
[0044] Such moralrules may, however, vary by culture,
with for example Japanese car manufacturers’ decisions
not necessarily corresponding to those a North American
caroccupant would want its vehicle to make. Alternative-
ly, the occupant of an autonomous vehicle could config-
ure these decisions themself, for example by answering
a large number of questions relating to hypothetical sce-
narios. Such questions may appear to be impossible to
truly answer, however, and such a configuration may ad-
ditionally need to be repeated more often as attitudes
may drift. This furthermore assumes that a corpus of
questions can be devised that covers the range of deci-
sions that may be encountered in real life, which is obvi-
ously not feasible. Any unforeseen situation may still
have to rely on default rule-based behavior that the oc-
cupant may not have authorized if given the chance. Ide-
ally, the ML algorithm operating the vehicle would have
access to the general moral alignment of its occupant,
as well as any momentary moral judgements to inform
any immediate decision to be made.

[0045] With the present method this can be achieved
by monitoring and registering brain activity related to mor-
alinterpretations of ongoing situations during driving. The
ML system may, for example, as operational data detect
the presence ofdifferent categories ofroad users, identify
whether or not the human occupant of the vehicle is
aware of these road users, i.e. the human’s mental en-
gagement with the real-life context, and subsequently
extract from the brain activity using a pBCl the moral
alignment with respect to these road users.

[0046] When driving through a neighborhood, the ve-
hicle may for example pass by playing children, which
the vehicle identifies as such through its cameras, and
the occupant also recognizes same, as identified by the
detection of human mental engagement through the pB-
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Cl. Having thus identified the presence of children and
the occupant’s awareness of them, the pBCl can subse-
quently be used to identify the occupant’s interpretation
ofthese children: an adverse reaction to children orthese
children in particular can be differentiated from a favora-
ble mental response based on the presence of specific
patterns of brain activity.

[0047] Assuch, a natural and otherwise uneventful en-
counter can be used to implicitly ascertain an element of
the occupant’s moral values. This can then be used to
adjust the ML algorithm’s decision process for such sce-
narios, either in the future orin that very moment, without
at any point requiring any explicit communication from
the occupant to the vehicle ML system.

[0048] Hence, among others, the ML algorithm learns
to incorporate moral values, problem solving strategies,
preferences, associations, distributions of degrees of ac-
ceptance, etc. such that a convergence of human and
machine intelligence is initiated and continuously pur-
sued. Over time the ML algorithm learns about the hu-
man’s subjective interpretations in a bigger scale, build-
ing up a profile/model of that human’s subjective inter-
pretations.

[0049] A striking example of this is a nursing robot in
an elderly care facility that has an ML algorithm that al-
lows itto exhibit a range ofdifferent behaviors appropriate
forthe preferences ofthe respective patients it supports.
[0050] As an example, one important dimension here
is the degree of autonomy the patient wishes to experi-
ence. Depending on this, as well as on various other per-
sonal factors, different patients will prefer the robot to
perform different amounts and different kinds of tasks.
This sentiment may change gradually overtime, deviate
daily depending on a patient’s condition, and may addi-
tionally be a function of further situational factors such
as visits by family or current actions undertaken by the
patient. The robot, tasked to support the patients as best
it can, is thus operating in a highly complex and dynamic
environment where many of its own operational goals
depend on the patient’s general or momentary prefer-
ences.

[0051] When the nursing robot decides to perform a
specific action, the patient may interpret this in various
ways: for example, they may or may not appreciate it,
feel it is in error, or feel guilty for not having performed
thetaskthemself. Wheneverthe robot performs orbegins
to perform a specific task, it can ensure the patient is
aware of its actions by monitoring the patient's mental
engagement with itself or the object of its actions. The
robot may for example track the patient's eye gaze to
itself, may be connected to other devices tracking the
patient's eye gaze, identify the patient’s attention-direct-
ing movements through motion tracking happening at the
same time the robot begins the task, may perceive and
interpret an auditory reaction from the patient, may itself
make a noise or perform another action such astoensure
the patient's awareness, or may ascertain the patient’s
engagement from patterns of brain activity dependent on
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the events taking place.

[0052] Whenthe patientis aware ofthe robot’s actions,
the patient’s interpretation of those actions may be im-
plicitly derived from the patient’s brain activity using a
pBCI. Upon perceiving the robot's actions, the patient’s
brain activity may exhibit certain patterns which can be
meaningfully classified and interpreted by the robot as a
favorable or unfavorable interpretation of its actions. The
corresponding variable spatiotemporal patterns of brain
activity may occur once following (mental engagement
with) a specific action or may accompany the action
throughout to various degrees.

[0053] The robot can furthermore sense additional sit-
uational parameters such as the presence and potentially
the identity of other persons in the environment, the time
of day, the time since a last meal/medication/bathroom
visit, the temperature, humidity, etc. Based on this, the
robot can learn that, given the current context as ex-
pressed through the sensed situational or operational pa-
rameters, the patient mentally responds in the perceived
manner to the performed actions. With this information,
it can adapt its behavioral routines to maximize the pa-
tient’s state of mentalwellbeing by, for example, avoiding
those actions that have previously been unfavorably re-
ceived by the patient, and repeating those actions that
have been favorably received, considering various situ-
ational factors that may be found to partially account for
those preferences when actions are repeated in different
contexts.

[0054] Besides adapting the behavior of the ML algo-
rithm, based on the human mental engagement with re-
spect to respective operations and interactions in the re-
al-life context, an aspect, or aspects of the real-life con-
textitself may be directly adapted, such as but not limited
to switching on or off, or otherwise changing the state of
a particular device operating in the real-life context.
[0055] Returning to the example of the nursing robot
above, if the robot has no information concerning the
patient’s preferences with respect to a certain action or
state, the robot may actively decide to performthose ac-
tions for the specific reason of learning the patient’s pref-
erences, by adapting the context. For example, it may
regulate the temperature or lighting conditions in the
room for the sole purpose of evaluating the patient’s im-
plicit mental responsestothe changed conditions, based
onwhich responses the robot can learn the patient’s pref-
erences and work to adhere to these preferences in the
future.

[0056] At least one of the analysis and inferencing by
the machine learning algorithm and aspects of the real-
life context may also be adapted by the information
processing device based on engagement of the informa-
tion processing device with respective operations and
interactions in the real-life context.

[0057] For example, in case the ML algorithm misses
information to complete a specifictask or process athand
or is otherwise not able to associate identified data with
sufficient quality and reliability, aspects of the context
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may be momentarily adapted to retrieve the required or
missing information. That is, an aspect or aspects of the
context may be adapted by introducing, changing, or de-
leting information, processes, tasks, events etc. to invoke
aresponse ofthe participating human, either consciously
or subconsciously.

[0058] Suchadaptation mayinvolve any ofthe momen-
tary actions or processes handled, a momentary techno-
logical state of devices operating in the real-life context,
but also virtual adaptations to invoke a particular mental
response of the participating human to investigate a mor-
alopinion, forexample. Inthisway, like in humans, knowl-
edge, proclivities, preferences, and moral values can be
built up by the ML algorithm up on a trial-and-error basis
to improve itself by means of Active Learning and cog-
nitive/affective probing.

[0059] Asthe analysis and inferencing by the machine
learning algorithm and the context itself, i.e. aspects
thereof, can be controlled and adapted as a result of the
data processing, the present method serves to impart
human knowledge, intelligence, and subjective interpre-
tations as well as human advise about tasks, processes,
devices, and information perceived and the ML algorithm
changing its own actions accordingly, in both training of
and performing operations in real-life contexts.

[0060] According to a further aspect of the present
method, the real-life context may comprise a specific cog-
nitive probing event for training purposes.

[0061] Cognitive or affective probing refers to an ap-
plication of active learning or active sampling where re-
peated sampling is done by eliciting implicit brain re-
sponses. A cognitive or affective probe is a technological
state change that is initiated or manipulated by the same
technology that uses it to learn from the user’s implicit,
situational, cognitive, or affective brain response to it.
Cognitive probing or affective probing, then, is the re-
peated use of probes in order to generate a model in
which the learned information is registered. The term
cognitive probing is used as the general term including
both cognitive and affective probing.

[0062] The method presented is not limited to the
processing of human brain activity data of a single human
individual but may also be practiced for the processing
of brain activity data of a group of individuals participating
in a respective real-life context. Referring to the example
of autonomous vehicle driving above, the situational
awareness ofthe road users may be identified from mul-
tiple occupants ofthe vehicle, if applicable, i.e. their men-
tal engagement with the real-life context, and subse-
quently extract from the brain activity of respective or all
occupants their moral alignment with respect to the road
users.

[0063] Brain activity data may then be acquired from
each individual of a group separately, while mental en-
gagement with the context may by sensed of the group
as a whole, of a sub-group or for each individual sepa-
rately. This, dependent on a particular context, as will be
appreciated.
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[0064] By processing brain activity data of multiple per-
sons involved, training of an ML algorithm can be signif-
icantly speeded up compared to training by a single user
or can make use of a group consensus or a majority vote
rather than individual judgements thus making the result-
ing information more reliable or more general, for exam-
ple. In operation, differences in the aspect or aspects
sensed from human mental engagement among the in-
dividuals of a group as well as differences in the evalu-
ation and perception of operations and interactions
among individuals of group participating in a common
real-life context, may reveal additional operational infor-
mation for controlling and/or adapting the ML algorithm
and/or the context more quickly compared to an individ-
ual user, for example.

[0065] According to an aspect of the present method,
human mental engagement with an aspect of the real-
life context is identified from human bio-signhal data
sensed by at least one bio-signal sensor, including the
pBCl.

[0066] Bio-signals, in the context of the present appli-
cation, are signals that are generated by or from human
beings, and that can be continuously measured and mon-
itored by commercially available sensors and devices.
[0067] Theterm bio-signalsrefersto both electricaland
non-electrical time-varying signals. Electrical skin con-
ductivity, heart rate variability, body temperature, ges-
tures, body movements, pupil dilation, eye movements,
gaze, etc. are non-limiting examples of bio-signals. Brain
waves, i.e. brain activity data are also bio-signals for the
purpose of the present method. Which type of bio-signal
sensor is to be used may be selected based on a partic-
ular context and/or a specific human participation, for ex-
ample.

[0068] Like pBCldata, human physiological measure-
ments, or bio-signal data for sensing human mental en-
gagement of an individual or a group of individuals par-
ticipating with a respective context can be acquired
based on implicit human participation. In practice, be-
sides the pBCI already used, in addition to or as an al-
ternative for this pBCI, one or more separate bio-signal
sensors may be used for sensing and assessing implicit
human participation with the context, in accordance with
the present method.

[0069] Referring again, by way of example, to the au-
tonomous vehicle example above, the awareness ofthe
occupant or occupants, alternatively or in addition to the
pBCl output, in accordance with present application, can
be based on data provided by human bio-signal sensors
such as eye-tracking equipment worn by or otherwise
operatively connected with or aimed at an occupant, or
a head motion sensor, for example, in data communica-
tion with the information processing device operating the
ML algorithm.

[0070] Otherforms of prior art supervised Al use labels
to learn to identify, localize, differentiate between, orrec-
ommend different kinds of objects or events. This re-
quires that humans manually provide these labels by ex-
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plicitly generating descriptors for concrete pieces of data
such as images, videos, or audio. Implicit labelling using
brain activity provides a method to do this faster forsome
types of descriptors, and may provide descriptors that
may not be possible to generate in any other way.
[0071] An ML system arranged in accordance with the
present methods, operating in a store may identify
through body motion sensing or eye tracking which items
visitors are looking at, and may identify by means of a
pBCl their emotional or cognitive response upon viewing
that item. Cognitive probes may additionally be used to
specifically present the visitor with a range of items avail-
able in the store. The visitor's implicit responses may be
reflected in patterns of brain activity that reflect for ex-
ample subjective preferences or purchase intentions.
[0072] These pieces ofinformation can be jointly proc-
essed, with the mental responses providing labels or de-
scriptors forthe items inthe store, allowing the ML system
to generate individualized profiles of the visitors’ prefer-
ences, generic profiles to classify the items in the store,
individualized recommendations of other items to visi-
tors, general recommendations with respect to the items
forthe store managers, and personalized and/or general
dynamic changes in the layout of the store to highlight
specific items which the ML system has learned or pre-
dicts to be preferred by the current visitors, for example.
[0073] The presentmethod provides amechanismthat
assesses human objective an intuitive intelligence direct-
ly and automatically out of the brain, not requiring explicit
actions or awareness from a human participating in a
given real-life context. This not only significantly im-
proves ease of use and comfort to participate in a real-
life context by a human user, but also avoids cognitive
overload or any distraction from the ongoing context and
significantly speeds up training and operation compared
to ML requiring explicit user actions.

[0074] The method according to the present applica-
tion is excellently applicable for processing operational
data, human mental brain activity data and human mental
engagement data in real-time or quasi real-time, and in
particular for the processing data pertaining to a time
critical context.

[0075] The present method is versatile and applicable
in a variety of real-life contexts from which operational
data originate pertaining to technological states and tech-
nological state changes of a technical device or devices
operating in a respective context, in particular a device
or devices controlled by the information processing de-
vice operating the ML algorithm. Technological states
comprise any of but not limited to device input states,
device output states, device operational states, device
game states, computer aided design states, computer
simulated design states, computer peripheral device
states, and computer-controlled machinery states and
respective state changes. A technological state change
in a context is any action undertaken by a piece of tech-
nology.

[0076] The term technology collectively refers to any
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and all (connected) technological elements in any poten-
tial situation or real-life context. With a technology’s state
being its specific current configuration, a technological
state change is thus any change in configuration that the
technology undergoes.

[0077] In the light of the present disclosure and the
attached claims, the term ’operational data’ may com-
prise any sensed, perceived, or otherwise identified ob-
jects, facts, quantities, properties, and other aspects and
elements present in a real-life context. It is noted that
operational data in the light of the present disclosure and
the attached claims also refers to information relating to
areal-life context as such, i.e. environmental information
obtained from sources not directly controlled by the in-
formation processing device, such as a weatherforecast,
for example.

[0078] Operational data may comprise physical data
and/or virtual data originating from the real-life context.
The term virtual data refers to data available from a soft-
ware program or software application operating in a re-
spective context. That is, for acquiring this type of data
no separate sensors, measurement equipment or other
peripheral data recording equipment are required.
[0079] Non-limiting examples of real-life contexts or
fields at which the present method can be applied to al-
ready solve existing problems or extend the capabilities
of given systems are human-computer interaction, hu-
man-machine systems, human-robotic interaction, ro-
botics, assistive technologies, medical technology, treat-
ment/curing of health conditions, artificial intelligence,
brain computer interfacing, cyber security and cyber
technology, as well as in the sectors of law enforcement
and interrogation, mind control, psychological modifica-
tion and weapon systems, or combinations of such fields.
[0080] Reinforcement learning is an ML method that
allows learning from trial and error. Each approach to
solve a problem or each step in solving the problem is
evaluated by a so-called evaluation or reward function.
This function provides a score that indicates how well the
approach orstep worked in the solution. With that, a com-
parison is made with other approaches or steps and the
best solution is identified or approximated over time.
[0081] Deep reinforcement learning uses methods
from deep learning to learn from the evaluation function.
Based on many iterations and large amounts of data
(deep) reinforcement learning has provided solutions for
problems.

[0082] However, for applications in real contexts, a
problem occurs in finding an appropriate reward or eval-
uation function that can interpret a given context accord-
ing to the solution step provided by an ML algorithm to
be used for reinforcement learning.

[0083] In ayetfurther aspect of the method presented,
the information processing device operates a reinforce-
ment machine learning algorithm, in particular a deep
reinforcement machine learning algorithm, wherein the
implicit human mental brain activity data provides the re-
ward function.
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[0084] As mentioned above, one leading theory ex-
plaining how human intelligence is formed is the theory
of predictive coding. The main conceptis that the human
brain constantly predicts the (near) future of its own state
and the input it receives. After progressing to that time-
point, the real state of the human brain and its received
input is compared to the initial prediction. With that, the
prediction mechanism is evaluated and tuned to work
better in future predictions. This approach is very similar
to the above-mentioned reinforcement learning. The im-
portant partis that the brain generates 'its own evaluation
function’ by itself.

[0085] As the present patent application presents a
mechanism that assesses human objective and intuitive
intelligence directly and automatically out of the brain,
not requiring explicit actions from a person participating
in a given context, it is the insight of the inventors to use
the implicit human mental brain activity data processed
in accordance with the present method as the reward or
evaluation function of a reinforcement ML algorithm.
When a human is in the same context as an ML algorithm
to be trained, the human’s implicit brain responses may
serve as an evaluation function for that ML algorithm.
[0086] Because the assessed human mental brain ac-
tivity data can not only be interpreted binary, i.e. correct
orwrong, but also continuously, i.e. any number between
0 and 1, indicating the degree of subjective agreement
to the perceived contextual event, the method presently
presented may be used to support an Artificial General
Intelligence, AGI, data processing algorithm for handling
plural tasks in real-life contexts with intelligence propor-
tional to human general intelligence.

[0087] For example, a machine working in the same
context as a human user can thus use the human reward
or evaluation function as a context-sensitive evaluation
function for its own (deep) reinforcement learning. Other
mental states, such as agreement or satisfaction, can
also be seen as an implicit judgement of perceived infor-
mation, and may be utilized in a similar function.

[0088] This approach can be defined as Neuroadap-
tive (Reinforcement) Learning - a method that allows to
generate Artificial Intelligence, Al, that learns to solve
problems based onthe interpretation/evaluation of a cer-
tain human. As used herein, neuroadaptive reinforce-
ment learning refers to an ML algorithm that uses human
mental brain activity data to model how an agent should
take actions in an environment (real-life context) to fur-
ther a goal or maximize a reward. In the light of the
present disclosure and the attached claims, the term 'hu-
man mental brain activity data’ may refer to any sensed,
recorded, or otherwise obtained data, be it raw, proc-
essed, classified, labelled, converted, transformed, or
augmented, originating from and reflecting the activity of
a human nervous system.

[0089] Hence, the current method provides a tool to
automatically assess a human brain’s implicit interpreta-
tion of a perceived event in a given real-life context, in
quasi real-time after the occurrence of that event. Such
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a tool provides for both continuous and event-related
monitoring of the mental states of the human and allows
an automized view in the subjective, situational interpre-
tation of a person and allows to make this information
available for further processing, such as to transfer key
aspects of the cognition and mindset of a human into a
machine.

[0090] Building up on this, it is found that through neu-
roadaptive reinforcement learning Al can converge to
particular aspects of the human mindset, reflecting this
person’s intelligence and moral values. And the more
data that become available from a person over time and
in different contexts, the more history can be built-up,
and a better match to that one person’s intuitive intelli-
gence is established, building up a profile/model of that
human'’s subjective interpretations, that can be referred
to as a cognitive copy.

[0091] Neuroadaptive learning in accordance with the
present method is, in a broader sense, not limited to re-
inforcement learning, but may be applied with other ML
algorithms, such as but not limited to a multi-modal net-
work with supervised learning, Monte Carlo techniques,
Temporal Difference learning, and Q learning.

[0092] A practical implementation of the present data
processing method, implemented in an information
processing device operating a machine learning algo-
rithm for processing operational data originating from a
real-life context and human mental brain activity data re-
lating to implicit human participation with such context,
may comprise the steps of:

- identifying, by the information processing device, an
aspect of the real-life context, the aspect identified
from sensing human mental engagement with the
real-life context;

- acquiring, by the information processing device, op-
erational data pertaining to the identified aspect;

- acquiring, by the information processing device, hu-
man mental brain activity data of implicit human par-
ticipation with the real-life context pertaining to the
identified aspect;

- processing, by the machine learning algorithm, the
acquired operational data and mental state data as-
sessed from the acquired human mental brain activ-
ity data, and

- controlling, by the information processing device, at
least one of analysis and inferencing by the machine
learning algorithm and aspects ofthe real-life context
based on the data processing.

[0093] Those skilled in the art will appreciate that, the
information processing device may operate multiple al-
gorithms, such as but not limited to at least one further
algorithm for at least one of sensing, performing, acquir-
ing, processing, and pre-processing of at least one of
brain activity data, operational data, human mental en-
gagement, aspect identification, mental state data, hu-
man bio-signal data and for control or adaptation of the
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machine learning algorithm and aspects of the context.
The controlling step may comprise associating the iden-
tified operational data and human mental brain activity
data.

[0094] Besides a single ML algorithm, parts of the
processing of data according to the present method may
be performed by plural ML algorithms operated by a sin-
gle or multiple cooperating information processing devic-
es, or so-called virtual machines, which processing is
deemed to be covered by the scope of the attached
claims.

[0095] Following the method presented, in case the
information processing device operates multiple algo-
rithms as indicated above, potentially all such algorithms
may be adapted based on the data processing per-
formed, inclusive multiple ML algorithms and data stor-
age facilities.

[0096] In a second aspect the present application pro-
vides a program product, comprising, i.e. encoded with
instructions stored on any of a transitory and a non-tran-
sitory medium readable by an information processing de-
vice, which instructions arranged or configured to per-
form the method according to any of the aspects dis-
closed above when these instructions are executed by
an information processing device, including any ofa com-
puter and a computer application.

[0097] In a third aspect the present application pro-
vides a data processing system, comprising means ar-
ranged for performing the data processing method dis-
closed in conjunction with the first aspect above.
[0098] In general such a processing system includes
at least one information processing device arranged for
operatingorrunning a machine learning algorithm, equip-
ment in data communication with the information
processing device for acquiring operational data originat-
ing from areal-life context, and atleast one passive brain-
computer interface in data communication with the infor-
mation processing device for acquiring human mental
brain activity data ofa human participating in that context,
and at least one bio-signal sensorin data communication
with the information processing device for sensing hu-
man mental engagement with an aspect of the context.
As explained above, the at least one bio-signal sensor
may be provided by the at least one passive brain-com-
puter interface.

[0099] An embodiment of the present invention pro-
vides a system comprising a processor, memory, a con-
text sensor, and a scalp electroencephalogram, wherein
the processor runs a machine learning algorithm from
the memory comprising processing operational data orig-
inating from a real-life context from the context sensor
and human mental brain activity data relating to implicit
human participation with this real-life context and provid-
ed by the scalp electroencephalogram.

[0100] In a fourth aspect, the present application com-
prises a trained machine-learning model trained in ac-
cordance with the data processing method disclosed in
conjunction with the first aspect above. The machine
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learning algorithm may be trained 'on the fly’, i.e. in a
real-life context, or based on training data comprising
known real-life context data, and human mental brain
activity data relating to implicit human participation with
the (known) real-life context.

[0101] The present method, system, program product
and trained ML model provided results in what is herein
called a Situationally Aware Mental Assessment for Neu-
roadaptive Artificial Intelligence, SAMANAI, tool that en-
ables an ML algorithm to learn from a human brain di-
rectly in real-life contexts, environments or scenarios
comprising multiple sources of information, processes,
tasks, events, etc.

[0102] This SAMANAI tool can be applied for increas-
ing the learning rate of an ML algorithm by integrating
preprocessed evaluation of the human mind into the an-
alyzing and inferencing procedure of the ML algorithm,
without the need of active input by the human participant
orobserver, i.e. implicitly, with the effect that the learning
will be quicker and less erroneous than using human in-
put through button presses.

[0103] The SAMANAI tool can be applied to personal-
ize any ML algorithm, either a strong or weak Al, by as-
sessing subjective, human values provided in a given
real-life context environment and creating a model of
these values into the ML algorithm for future decision
making and inference. A moral agent may be created
that is based on a moral model inferred from a human or
a group of humans.

[0104] The SAMANAItool enables context dependent
valuations, interpretations, assertions, labelling, etc. by
the ML algorithm of operational data in real-life contexts
or environments, handling multiple, versatile, and non-
predefined tasks.

[0105] As an untrained ML algorithm is incapable of
evaluating the real-world on its own, by definition, SA-
MANAI provides information to the learning process that
would not be available otherwise.

[0106] The above-mentioned and other aspects of the
present application are further illustrated in detail by
means of the figures of the enclosed drawings.

Brief Description of the Figures

[0107]

Figure 1 illustrates, schematically, an example of a
general set-up for practicing embodiments of the
presentinvention in areal-life operationalapplication
and for training purposes.

Figure 2 shows an example of electrode placing for
a passive brain-computer interface for registering
brain activity signals based on electroencephalog-
raphy, that can be used for operating the teachings
of the present invention.

Figures 3a and 3c illustrate measured event-related
potentials and Figures 3b and 3d display scalp pro-
jections of the human brain activity regions involved,
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in an example of the present invention.

Figure 4a illustrates measured event-related poten-
tials and Figure 4b displays human brain activity re-
gions involved, in another example of the present
invention.

Figures 5a and 5c illustrate scalp patterns produced
and Figures 5b and 5d show filtered brain activity, in
a further example of the present invention.

Figure 6 illustrates, in a flow-chart type diagram, an
example of steps of the method according to an em-
bodiment of the present invention.

Detailed Description

[0108] The presentapplication relatestodata process-
ing performed by and implemented in an information
processing device operating a machine learning algo-
rithm arranged for processing a plurality of operational
data acquired from devices operating in a certain context
and human mental brain activity data of human partici-
pation with orin that context, provided by a passive brain-
computer interface.

[0109] InFigure 1, reference numeral 10 schematically
represents a particular real-life or real-world context, that
is a non-predefined or authentic context or environment,
occurring in reality or practice, illustrated by a dashed
line, typically composed of a plurality of devices perform-
ing and handling multiple, different, and non-predefined
tasks.

[0110] Non-limiting examples of such devices are au-
dible alarms, illustrated by an alarm clock 11, sensing
camera’'s such as a daylight camera 12 and/or a night
vision Infra-Red, IR, camera 13, lighting devices 14, in-
cluding flashing lights, temperature sensors or meters
15, traffic lights 16 and speedometers 17 in case of a
driving vehicle context, for example, (virtual) buttons,
keys or knobs 18 to be operated, audio equipment 19,
message systems 20 presenting spoken, written or video
messages, a display or displays 21, and one or more
actuators represented by a motor 22.

[0111] Reference numeral 23 represents a software
application, forexample control software, simulation soft-
ware, gaming software, communication software, or so-
called apps.

[0112] Reference numeral 24 refers to at least one or-
ganism or living being, such as a person or persons, or
an animal or animals acting in the context 10. In the light
of the present application, the organism or living being
forms part of the context 10 and acts performed by, and
behaviorobserved from, such an organism orliving being
are treated as operational data originating from the con-
text 10.

[0113] It will be appreciated that in practice a certain
context may be comprised of more or less of these de-
vices or otherdevices performing othertasks or process-
es, such as described in the Summary part above, for
example.

[0114] Reference numeral 30 refers to a human being
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participating in or with the context 10. The manner and
degree of participation or involvement of the human 30
may vary dependent on a respective context. In some
scenarios the human 30 will only perceive actions and
events occurring in a context 10 and has no control over
the devices, for example, while in other scenarios the
human is also actively involved in the operations occur-
ringinthe context 10, such as pushing buttons 18, turning
on lights 14, evoking alarms 11, etc.

[0115] Curved arrows 31, 32 schematically represent
the human participation. Arrow 31 illustrates the percep-
tion of the context 10 by the human 30 and arrow 32
illustrates active interaction of the human 30 with the con-
text 10, i.e.the human 30 is in charge with and/or controls
tasks, processes and operations that occurin the context
10 and/or need to be accomplished.

[0116] When the human 30 is not particularly focused
on events, changes, adaptations, modifications etc. that
happen in or in relation with the context 10 they never-
theless may attract attention, arousal or are may other-
wise be noticed 31 by the human 10, consciously or sub-
consciously.

[0117] Reference numeral 50 refers to an information
processing device, typically including a computer, a com-
puting device, a virtual machine, a server, or a plurality
of cooperatively operating computers, computing devic-
es, virtual machines, or servers, either operating stand-
alone oron-site and/orin a cloud computing environment
(not specifically illustrated).

[0118] The information processing device 50 operates
a Machine Learning, ML, algorithm 51 arranged for
processing a plurality of operational or contextual data
acquired fromthe devices 11 - 23 operating in the context
10. The ML algorithm 51 is typically arranged for analyz-
ing and inferencing data processed by the ML algorithm
51, as schematically indicated by reference numeral 52.
[0119] Besides a single ML algorithm 51, parts of the
processing of data according to the present method may
be performed by plural ML algorithms operated by a sin-
gle or multiple cooperating information processing devic-
es 50.

[0120] Acquisition of operational data from the context
10 is illustrated by a curved arrow 58. Operational data
for controlling, by the information processing device 50,
of one or more of the devices operating in the context 10
is illustrated by a curved arrow 59.

[0121] Those skilled in the art will appreciate that the
devices 11 - 23, when operating in the context 10, are in
data communication with the information processing de-
vice 50, either via an individual or shared wired, wireless
or cloud or internet data communication connection, for
example operating an Internet-of-Things, [0T, a WiFi, a
Bluetooth™ or any other data communication protocol.
[0122] Brain activity signals 33 of the human 30 par-
ticipating with or in the context 10 are provided by a pas-
sive Brain-Computer Interface, pBClI. In the embodiment
shown, the pBCl is illustrated in two parts that are in data
communication with each other, illustrated by a curved
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arrow 45 representing brain activity data ofthe human 30.
[0123] Thatis, a hardware part 35 for registering brain
activity signals 33 of the human 30, such as a plurality
of electrodes attached to the human head in the case of
an electroencephalogram, EEG, and a software part 54
running on the information processing device 50, for
processing the raw brain activity signals received from
the hardware part 35 ofthe pBCIl. Commercially available
pBCI software 54 for use with the present method in-
cludes BCILAB and OpenViBE, for example. In practice,
prior to registering brain activity data by a pBCl, a cali-
bration procedure may have to be applied.

[0124] Forthe purpose of the present application, the
software part 54 may process multiple pBCls each oper-
ating a different classifierdirected to sense different brain
activity associated with different types of response or
mental sates of a human participant may be used. In
practice, tens or hundreds of classifiers may be deployed.
[0125] Electroencephalography is a well-known elec-
trophysiological monitoring method to record electrical
activity on the scalp representing the activity of the sur-
face layer of the brain underneath. It is typically non-in-
vasive, with the electrodes placed along the scalp. Elec-
trocorticography, involving invasive electrodes, is some-
times called intracranial EEG. Both methods are appli-
cable with the present method.

[0126] The ML algorithm 51 may comprise a reinforce-
ment machine learning algorithm, in particular a deep
reinforcement machine learning algorithm, comprising a
reward function, wherein the implicit human mental brain
activity data of the pBCI 35, 54 serve as the reward func-
tion.

[0127] ML software that may serve as a basis for op-
erating the present method is available as open-source
software, such as TensorFlow, Keras, and scikit-learn,
for example.

[0128] Figure 2 shows a typical electrode placing of
the hardware part 35 of a pBCI for registering brain ac-
tivity signals based on EEG and used for operating the
teachings of the present invention.

[0129] Instead of or in addition to recording brain ac-
tivity data 45 by EEG orintracranial EEG, otherrecording
techniques suitable forthe purpose ofthe present inven-
tion are Magnetoencephalography, MEG, a functional
neuroimaging technique for mapping brain activity by re-
cording magnetic fields produced by electrical currents
occurring naturally in the brain, functional Near-InfraRed
Spectroscopy, fNIRS, that is a functional neuroimaging
technique based on brain hemodynamics, functional
Magnetic Resonance Imaging, fMRI, that measures
brain activity by detecting changes associated with blood
flow, or ElectroCorticoGraphy, ECoG, a type of electro-
physiological monitoring that uses electrodes placed di-
rectly on an exposed surface of the brain, i.e. not on the
scalp, to record electrical brain activity.

[0130] Bythe above-mentionedtechniques, pBCldata
are provided based on implicit or passive human partic-
ipation, different from explicit or active, i.e. voluntary, in-
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tentional, conscious, human interaction with the context
10.

[0131] Those skilled inthe artwillappreciate that future
devices based on any of these techniques or future new
techniques may be used for providing brain activity data
for the purpose of the present invention.

[0132] A dash-dotted circle in Figure 1 schematically
illustrates an aspect 39 of the context 10 with which the
human 30 is momentarily in mental engagement, in ac-
cordance with the present method, sensed from human
physiological measurements. For example, it is sensed
thatthe attention ofthe human 30 is attracted by a change
in the traffic light 39, for example from green to orange,
in a context of an occupant of an autonomously driving
vehicle. As the context 10 changes continuously, at a
later moment in time the human 30 may be engaged with
another aspect, such as alarm 11, etc. Hence, overtime,
the human is mentally engaged with a plurality of aspects
39 of the context 10.

[0133] Measurements of the physiological state of the
human 30 can be continuously monitored from the brain
activity signals 33, for example by the pBCI 35 or a sep-
arate pBCI (not shown), as well as from measurement
data provided by sensors and devices attached or oper-
atively connected to the human 30.

[0134] Sensors for human physiological measure-
ments such as measurements of bio-signals for use with
the present method are commercially available. Exam-
ples of such sensors are eye-tracking equipment 36,
heart rate monitoring equipment 37 or body motion sen-
sors 38, thatare worn orotherwise operatively connected
with the human 30 and are in data communication with
the information processing device 50, as illustrated by
curved arrows 46, 47 and 48, respectively.

[0135] Which type of bio-signhal sensor is to be used
may depend on a particular context and/or a specific hu-
man participation, for example. It will be appreciated that
the bio-signal sensors shown in Figure 1 and discussed
above are just examples of suitable sensors and any oth-
er or future bio-signal sensor may be applied with the
teachings ofthe present invention, such as but not limited
to direct and indirect measurements of electro cardiac
activity, body temperature, eye movements, pupillomet-
ric, hemodynamic, electromyographic, electrodermal,
oculomotor, respiratory, salivary, gastrointestinal, and
genital activity.

[0136] It is noted that the human bio-signal data com-
municated 46, 47, 48 to the information processing de-
vice 50 may also be processed by one or a plurality of
classifiers arranged for processing the bio-signal data
46, 47, 48 received from the bio-signal sensors 36, 37,
38, and also using commercially available software op-
erated by the information processing device 50.

[0137] Those skilled in the art will appreciate that the
information processing device 50 may operate plural ML
algorithms 51 and/or plural algorithms for data sensing
of sensors 36, 37, 38, input/output of operational data
58, 59, processing and pre-processing in real-time or
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quasi real-time, and time-synchronization, in particular
in a time critical context, of at least one of brain activity
data, operational data, human mental engagement data,
aspect identification data, mental state data, bio-signal
data, and for control and adaptation ofthe machine learn-
ing algorithm 51, i.e. the analyzing and inferencing part
52 thereof. Aswellas for controlling and adapting aspects
ofthe context 10, such as controlling the alarms 11, light-
ing 14, audio equipment 19, actuator(s) 22, etc. or pur-
posely inducing probes to evoke a response from the
human 30. Such algorithms are collectively referred to
by refence numeral 53.

[0138] Forcompleteness’ssake, reference numeral55
represents a database or data repository or any other
type of memory devices for storing data acquired and
processed by the information processing device 50, such
as isgenerally known. The database may be fully or partly
located externally from the information processing device
50, forexample remote in a cloud computing environment
or data center, and/or be fully or partly located internally
with the information processing device 50.

[0139] The database 55 may contain files, lists, librar-
ies, or any other collection of information for use in the
processing of data according to the present invention, as
generally designated by block 56. As disclosed in the
Summary part above, the more data that become avail-
able from a person over time and in different contexts,
the more history can build up a profile/model of that hu-
man'’s subjective interpretations, that can be referred to
as a cognitive copy, which may be stored in the database
55.

[0140] When the information processing device 50 op-
erates multiple algorithms 52, 53 as described above,
potentially all such algorithms may be controlled and
adapted based on the data processing performed in ac-
cordance with the present method, inclusive control and
adaptation of multiple operated ML algorithms 52, data
storage 55 and respective contexts.

[0141] Operational data 58, 59 may comprise physical
data produced by or for the control of physical devices,
equipment, sensors, etc. in the context 10, such as tech-
nological device states like device input states, device
output states, device operational states, device game
states, computer aided design states, computer simulat-
ed design states, computer peripheral device states, and
computer-controlled machinery states and respective
state changes, as well as so-called virtual operational
data originating from the context 10. The latter are data
relatingto, forexample, the software program or software
application 23 operating in the context 10, and/or data
received from the camera’s 12, 13, for example, or any
other sensor operating in the context 10.

[0142] Referring to the Summary part above, the em-
bodiments of the present invention provide for a contin-
uous and event-related monitoring of the human mindset
and mental states of the human and allows an automatic
view into the knowledge, intelligence, moral values, sub-
jective and situational interpretations as well as human
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advise about tasks, processes, devices, and information
perceived by the human. In Figure 1, the human mindset
and mental states is very schematically illustrated by the
brain cloud 34.

[0143] The set-up discussed above is representative
for both a real-life operational application and as a cog-
nitive probing context 10.

[0144] Although a single human 30 is referred to in
Figure 1, those skilled in the art will appreciate that the
set-up presented is feasible for more than one human
participating in or with the context 10, such as a group
of people, by simply replicating the pBCI 35, 54 and the
sensors 36, 37, 38, and using processing software adapt-
ed accordingly, for example. Schematically indicated by
the further human 49.

[0145] Further, the set-up presented is ideally suited
for operating an Artificial General Intelligence, AGI, data
processing ML algorithm.

[0146] The present invention also comprises a pro-
gram product comprising instructions stored on any of a
transitory and a non-transitory medium 60 readable and
executable by an information processing device 50.
[0147] The embodiments according to the present in-
vention also provide a trained machine-learning algo-
rithm or model 61, that enables an ML algorithm to learn
from a human brain directly in contexts, environments or
scenarios comprising multiple sources of information,
processes, tasks, events, etc. The trained model 61 may
be stored on any of a transitory and a non-transitory me-
dium 60 readable and executable by an information
processing device 50, as illustratively shown in Figure 1.
[0148] As discussed in the Summary part above, the
present method, system, and trained ML model provided
results in a what is called a Situationally Aware Mental
Assessment for Neuroadaptive Artificial Intelligence, SA-
MANALI, tool that enables an ML algorithm to learn from
a human brain directly in real-life contexts, environments
or scenarios comprising multiple sources of information,
processes, tasks, events, etc. The SAMANAI tool may
take the form of a program product, comprising instruc-
tions stored on any of a transitory and a non-transitory
medium 60 readable and executable by an information
processing device 50.

[0149] Returning, by way of example, to the autono-
mous driving vehicle scenario disclosed in the Summary
part above. The set-up shown in Figure 1 is partly appli-
cable to this example.

[0150] Ideally, the ML algorithm operating the vehicle
would have access to the general moral alignment of its
occupant, as well as any momentary moral judgements
to inform any immediate decision to be made. This can
be achieved by monitoring and registering brain activity
related to moral interpretations of ongoing situations dur-
ing driving. To that end, a SAMANAI-enabled autono-
mous vehicle may contain the following elements and
may function as subsequently described.

[0151] The SAMANAI-enabled autonomous vehicle is
orcan be fully operated by its ML system. This ML system
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has visible-light and infra-red cameras, radar, and lidar
sensors on the basis of which it is capable of identifying
specific objects and events in the external environment
using state of the art object localization and recognition
algorithms such as region-based convolutional neural
networks. Furthermore, this ML system contains a soft-
ware model that enables it to make decisions in morally
critical situations, such as situations where a collision
avoidance decision has to be made. Furthermore, this
Al has access to a list of situations, events, and objects
that have been identified by human experts as having a
moral dimension: this list contains objects such as chil-
dren, seniors, non-autonomous vehicles, cyclists, etc.
and may be stored in the database 55 as a file 56, for
example.

[0152] The autonomous vehicle also possesses inter-
nal sensors with which the Al can monitor and identify
the behavior ofthe vehicle's human occupant 30. A cam-
era 12 and motion sensor 38 is used to monitor the oc-
cupant’s head position and orientation, and an eye track-
ing system 36 is used to monitortheir eye gaze and blink-
ing behavior. Furthermore, the vehicle is equipped with
an EEG system 35 to monitorthe occupant’s brain activity
33. The system contains thirty-two electrodes, such as
those shown by small circles in Figure 2, worn by the
occupant 30 providing broad coverage of the occupant’s
scalp, twelve of which in particular are placed such that
they cover the projection sites and the projection bound-
aries ofthe occipital-parietal areas of the cerebral cortex
and the precuneus, which electrodes are connected wire-
lessly through Bluetooth to an amplifier sampling the oc-
cupant’s brain activity at 100 Hz in order to accurately
capture spatiotemporal variations of at least 50 ms in
duration.

[01563] Itis noted thatin practice, the electrodes shown
in Figure 2 may be differently arranged.

[0154] The vehicle also has all necessary software al-
gorithms 53 to process the internal sensors and extract
fromthem the mentioned aspects of the occupant’s head
position and location and gaze direction. For the brain
activity in particular, the vehicle possesses a preproc-
essing algorithm which is capable of state of the art ar-
tefactrejection, including Artefact Subspace Reconstruc-
tion, ASR, and Online Recursive Independent Compo-
nent Analysis, ORICA, see, e.g. S.-H. Hsu, T. R. Mullen,
T.-P.Jung and G. Cauwenberghs, "Real-Time Adaptive
EEG Source Separation Using Online Recursive Inde-
pendent Component Analysis," in IEEE Transactions on
Neural Systems and Rehabilitation Engineering, vol. 24,
no. 3, pp. 309-319, March 2016, and capable of band-
pass filtering the data, in particular between frequencies
of 1 and 15 Hz and 1 and 30 Hz in the spectral domain,
as well as other common digital signal processing oper-
ations such as re-referencing, channel rejection, epoch-
ing, interpolation, and subsampling.

[01565] Asusedherein, ASRrefers to an adaptive meth-
od forthe online or offline correction of artifacts compris-
ing multichannel EEG recordings, see, e.g. T. R. Mullen,
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C. A.E. Kothe, Y. M. Chi, A. Ojeda, T. Kerth, S. Makeig,
T.-P.Jung, and G. Cauwenberghs, "Real-Time Neuroim-
aging and Cognitive Monitoring Using Wearable Dry
EEG," in IEEE Transactions on Biomedical Engineering,
vol. 62, no. 11, pp. 2553-2567, November 2015.

[0156] The otherinternal and external sensors operate
atleast 100 Hzin order to retain synchrony with the EEG.
Different sensors may operate at different frequencies,
which can be handled by proper synchronization soft-
ware, for example, as mentioned above, or any other of
the software 53 executed by the information processing
device.

[0157] The autonomous vehicle furthermore contains
two passive brain-computer interfaces, pBCls, imple-
mented as software algorithms 54 with access to above-
mentioned EEG system’s measurements of the occu-
pant’s brain activity 33. One pBCl is capable of identifying
visual processing of perceived objects and events. The
other pBCl is capable of identifying moral evaluations of
perceived objects and events. These are both imple-
mented using state of the art feature extraction tech-
niques, in particular the extraction of the mean amplitude
values on all or selected channels in any number, for
example eight, consecutive non-overlapping windows
following identified events, and using state of the art ma-
chine learning applications to differentiate between
classes of events, in particular using linear discriminant
analysis with feature dimension regularization.

[01568] These two pBCI algorithms are capable of pro-
ducing, from measured brain activity plus an onset mark-
er indicating a specific event, a binary estimate of the
visual processing of the respective event, and a binary
estimate of the moral judgement of the respective event,
aswell as an estimate ofthe accuracy ofthese estimates,
in real time or quasi-real time. It will be appreciated that
the vehicle may comprise more than two pBCls.

[0159] Sample brain activity reflecting visual process-
ing and moral evaluation, which the above-mentioned
pBCls will be capable of identifying as such, are present-
ed in Figure 3.

[0160] The autonomous vehicle furthermore contains
allthe hard- and software components necessary to bun-
dle and simultaneously record 55 the data generated by
all above-mentioned sensors, in particular a software im-
plementation, such as one similarto the ANSI/CTA-2060
standard providing a streaming and storage format com-
bining continuous time series and static metadata of mul-
tiple modalities potentially operating at different frequen-
cies. With these described capabilities, a sample scenar-
io of SAMANAI activity is as follows.

[0161] TheAlis steeringthe autonomous vehicle along
a path while its external sensors continuously monitor
the objects and events inthe external environment. While
doing so, it detects an object in its environment that is
contained in its list 56 of objects with moral relevance.
Upon identifying this object, it ascertains whether or not
the occupant 30 is likely to have perceived the same.
[0162] To that end, it identifies whether or not the oc-
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cupant’s head location, position, and eye gaze are such
that the object may have been perceived. Simultaneous-
ly, it identifies whether or not the visual processing pBCI
has detected visual processing. Ifthe combined informa-
tion from these two processes provides an above-thresh-
old likelihood thatthe occupant perceived and processed
the object, the moral evaluation pBCl is utilized to identify
the occupant’s moral evaluation of the apparently per-
ceived object.

[0163] If this pBCI produces an above-threshold like-
lihood ofsuccessfulidentification ofthis moral evaluation,
which is either negative or positive (adverse or favora-
ble), this information is fed back to the ML algorithm. The
ML algorithm then uses this additional information to ad-
just its decision-making model in morally critical situa-
tions, such that this model more closely matches the mor-
al judgements of the occupant 30.

[0164] To this end, the ML algorithm uses its inherent
inference and analysis methods 52 on the basis of all
previously and newly available information considering
their estimated accuracy.

[0165] The SAMANAI tool 61 thus enables the auton-
omous vehicle to adjust the ML's decision process for
morally critical scenarios without at any point requiring
any explicit communication from the occupant to the ve-
hicle.

[0166] Figure 3a illustrates graphically an average
Event-Related Potential, ERP, 65 recorded by the inven-
tors atelectrode CPz 62, see Figure 2, following a change
in the visual field of a human observer 30. Raw EEG data
was referenced to electrode Fz 61, see Figure 2, filtered
between 1 and 30 Hz, epoched relative to the change in
the visual field, baseline-corrected, and averaged. Gen-
erally known ERP components related to visual process-
ing such as the N70, P100, and N135 can be identified.
[0167] Figure 3b illustrates an interpolated scalp pro-
jection of brain activity originating from the occipital-pa-
rietal region 66 of the cerebral cortex where the visual
processing represented by the ERP shown in Figure 3a
primarily takes place.

[0168] Figure 3c shows an average event-related po-
tential recorded by the inventors at electrode CPz 62,
following the visual display of either morally negative,
curve 68, or morally positive, curve 67, material, as well
as the difference between the two ERPs, curve 69. Raw
EEG data was referenced to the common average, fil-
tered between 1 and 15 Hz, epoched relative to the onset
ofthe respective visual material, baseline-corrected, and
averaged.

[0169] Figure 3d shows an interpolated scalp projec-
tion of brain activity originating from the precuneus 70,
where the moral processing represented by the ERP
shown in Figure 3¢ primarily takes place.

[0170] In Figures 3a and 3c amplitudes are depicted
along a vertical microvolt, p.V, scale, running along a hor-
izontal time scale t, where time is depicted in seconds, s.
[0171] Returning, by way of example, to the nursing
robot example disclosed in the Summary part above.



27 EP 4 155 880 A1 28

Again, the set-up shown in Figure 1 is partly applicable
to this example.

[0172] Therobot,taskedtosupportthe patients as best
itcan, is operating in a highly complexenvironmentwhere
many of its own operational goals depend on the general
or momentary preferences of a human patient 30. The
SAMANAI tool 61 can be used to access these prefer-
ences and alter behaviors accordingly.

[0173] Tothis end,the SAMANAI-enabled robot would
be equipped with hardware similar to that mentioned in
the autonomous car driving example above, allowing it
to sense both the environment and the patient. Further-
more, the ML system controllingthe robothas a repertoire
of behaviors, and, for each patient 30, a patient model
or user model, in which the preferences ofthe respective
patient can be stored. Both models may be stored as a
file 56 in the database 55, for example.

[0174] At least one pBCI algorithm 54 is present, ca-
pable of assessing robot actions as wanted or unwanted.
The corresponding processed brain activity could, forex-
ample, look like the activity and originate in the cortical
areas indicated in Figures 4a, 4b, 4c and 4d.

[0175] The ML system furthermore has access to ad-
ditional physical and virtual sensors, like the ones as
shown in Figure 1, providing situational parameters such
as the presence and potentially the identity of other per-
sons 49 (see Figure 1) in the environment, the time of
day, thetime since a last meal/medication/bathroom visit,
the temperature, humidity, etc.

[0176] When the nursing robot decides to perform a
specific action, the human patient 30 may interpret this
in various ways: for example, they may or may not ap-
preciate it, feel it is in error, or feel guilty for not having
performed the task themself. Thus, whenever the robot
performs or begins to perform a specific task, it ensures
that the patient is aware of its actions by monitoring the
patient’'s mental engagement with itself or the object of
its actions.

[0177] This is done by at least one of tracking 36 the
patient's eye gaze towards the action, identify the pa-
tient’s attention-directing movements 38 towards the ac-
tion through motion tracking happening at the same time
the robot begins the task, sensing an auditory reaction
from the patient related to the action, the intentional gen-
eration of noise or other events such as to ensure the
patient's awareness, and evaluation of patterns of brain
activity 33 dependent on the events taking place.
[0178] When, basedonthese measures, sufficient cer-
tainty is established that the patient is aware ofthe robot’s
actions, the patient’s interpretation of those actions is
implicitly derived from the patient’s brain activity 33 using
the passive brain-computer interface 35, 54. That is, the
onset of the patient's mental engagement 16 is estab-
lished and, relative to this onset, the patient’s brain ac-
tivity 33 is analyzed to produce an estimate of the pa-
tient's favorable or unfavorable interpretation of the re-
spective action. Based on this, the robot ML algorithm
canlearnthat, given the current context 10, as expressed
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through the sensed situational or operational parame-
ters, the patient mentally responds in the perceived man-
ner to the performed actions.

[0179] With this information, the SAMANAI-enabled
robot can, in that very moment, change its behavior to
reflect the patient’s momentary preferences, as well as
control and/or adapt its behavioral routines to maximize
the patient’s state of mental wellbeing in the long term
by, for example, avoiding those actions that have previ-
ously been unfavorably received by the patient, and re-
peating those actions that have been favorably received,
taking into account the situational factors that may be
found to partially account for those preferences when
actions are repeated in different contexts.

[0180] Furthermore, if the robot has no information
concerning the patient’s preferences with respect to a
certain action or state, the robot may actively decide to
perform those actions for the specific reason of learning
the patient’s preferences.

[0181] Figure 4a shows average event-related poten-
tial recorded by the inventors at electrode Fz 61, see
Figure 2, following specific actions taken by an autono-
mous agent which the human observer 30 approves to
varying degrees, separated into eight categories ranging
from complete approval, solid black line 75, to complete
disapproval, dotted grey line 76. Raw EEG data was ref-
erenced to the common average, filtered between 0.1
and 15 Hz, epoched relative to the visible onset of the
actiontaken, baseline-corrected, and averaged. The am-
plitude between approximately 150 and 200 ms scales
linearly as a function of the degree of approval.

[0182] Figure 4b shows brain areas 77,78, 79, i.e. the
white spots in Figure 4b, identified by the inventors pri-
marily contributing to the effect represented by the ERP
shown in Figure 4a, highlighted on an average brain mod-
el. Brighterareas contribute more to the effectthandarker
areas.

[0183] When a human is in the same context as the
ML algorithm, the human’s implicit brain responses can
serve as an evaluation function for that ML. As an exam-
ple, a given ML system operating on a battlefield has a
large number of sensors to perceive its environment:
cameras, thermal imagers, microphones, radar, lidar,
chemical composition sensors, seismometers, gyro-
scopes, et cetera. It is thus capable of recording this con-
text and the events taking place within it to any possible
degree of objective accuracy. With the appropriate algo-
rithms, such as those mentioned in the above example
ofthe autonomously driving car, it is also capable ofiden-
tifying specific objects and events in that context.
[0184] A human observerinthis same environment will
be able to interpret it in a way that uniquely reflects their
subjective, personal expertise and intuition. This human
will pay closer attention to some aspects of the context
than to others. SAMANAI-enabled, the ML algorithm in
this context additionally has a brain monitoring system
such as an EEG, MEG, ECoG or fNIRS system, with
accompanying components including i.e. electrodes, an
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amplifier, and necessary signal processing algorithms. It
will also have at least one pBCI capable of interpreting
this brain activity as reflecting relevant judgements ofthe
context such as surprise.

[0185] This pBCl can operate in an event-related fash-
ion as described in the example of the autonomously
driving car above, or can operate continuously using, in-
stead of the feature extraction and machine learning
methods mentioned in that example, the method of filter
bank common spatial patterns following appropriate cor-
responding preprocessing steps, as illustrated with Fig-
ure 6.

[0186] Operating in an event-related fashion, the ML
algorithm can track which parts of the context the human
is attending to using human bio-signal data, e.g. its eye
trackers and motion sensors. This human may, for ex-
ample, observe a configuration in the environment rem-
iniscent of a trap they have experienced before. This will
automatically and potentially subconsciously evoke a
pattern of brain activity that signals the significance of
this aspect of the context. The pBCI, operating at least
one classifier, can detect and classify this response and
provide it to the ML, essentially serving as an additional
human sensor providing an evaluation of aspects of the
environment. The Al, now having available to it a repre-
sentation of the real-life context, a representation of a
specific aspect of this context identified through the hu-
man’s engagement with it, and the human’s mental eval-
uation of this aspect, can jointly and/or separately proc-
ess these pieces of information using its inherent infer-
ence and analysis methods in order to control or learn
how to respond or adapt to different aspects of the con-
text.

[0187] Operating in a continuous fashion, the ML al-
gorithm may be exhibiting behavior of a continuous na-
ture, such as moving towards the edge of a building. Dis-
tance to this edge is a continuous variable with dynami-
cally associated risk. Throughout the duration of this be-
havior, the Al can assess the human’'s mental engage-
ment with this behavior as stated before, and continu-
ously (following every n newly recorded samples, or with
a given frequency) request from the continuous pBCl an
evaluation of the current mental state of the human with
respect to their approval of the current situation. This
continuous interpretation is then jointly processed with
operational data, allowing the Al to control or learn the
appropriate behavior in this situation.

[0188] Figures 5a and 5c show an example wherein
the spatio-temporal filtering method Common Spatial
Patterns, CSP, or its multi-frequency extension Filter
Bank Common Spatial Pattern is used to track changes
in the band power of a selected frequency range or fre-
quency ranges resulting from the activity in a certain area
ofthe cortex. Due to an eigenvalue comparison of exam-
ples of trials indicating different levels of activity in that
cortical area, a linear combination of channels is derived,
maximizing the band power difference between these
levels. Two exemplary linear distributions 90 and 91 are
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depicted here, forming a so-called CSP pattern pair, re-
spectively.

[0189] Figures 5b and 5d show that the band powerin
a certain frequency range ofthe EEG canreflecttransient
changes of cognitive states, like mental workload or the
level of agreement. The linear combination of the EEG
channels resulting from the CSP approach, shown in Fig-
ures 5a and 5c¢ leads to meta-channels aggregating the
activity resulting from changes in that cognitive state.
Here, raw EEG was referenced to the common average
and filtered between 7 and 13 Hz and CSP was applied.
Amplitude changes in the activity of the meta-channel
produced by a CSP pattern, illustrated here, indicates
transient changes of the investigated cognitive state.
Light grey reflects activity related to one cognitive state,
while dark grey indicates activity related to another cog-
nitive state.

[0190] The graphs in Figures 5b and 5d are depicted
on an arbitrary amplitude, A, scale running along the ver-
tical axis, and time t running along the horizontal axis,
depicted in seconds, s.

[0191] Although just a limited number of examples of
pBCl algorithms are described, it will be appreciated that
these are not the only feasible pBCI algorithms or ap-
proaches, or paradigms, or pipelines that can be used.

[0192] Figure 6 illustrates in a flow-chart type diagram
90 steps of the method according to the present applica-
tion, implemented and executed by an information
processing device operating an ML algorithm.

[0193] Inastep91,that may be continuously operated,
operational data, implicit human mental brain activity da-
ta and human mental engagement of a human partici-
pating with a particular context are acquired, as disclosed
above.

In a step 92, an aspect of the context is identified from
the human mental engagement with the context sensed
in step 91.

[0194] In a step 93, operational data and human brain
activity data with the identified aspect are selected from
the data acquired.

[0195] In a step 94, from the selected implicit human
brain activity data, human mental state data are as-
sessed.

[0196] The acquired operational data and assessed
human mental state data are processed in step 95, which
may comprise associating operational data and human
mental brain activity data, i.e. assessed human mental
state data, and based on this data processing, analysis
and inferencing by the ML algorithm and/or aspect(s) of
the context and/or any other software executed may be
controlled or adapted, as depicted in step 96.

[0197] The data processing in step 95 may comprise,
among others, combining or associating operationaldata
and human mental brain activity data, i.e. assessed hu-
man mental state data.

[0198] The methods and systems described herein
can be implemented in many ways. For example, the
method can be encoded on a computer-readable media,
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such as CD-ROMSs, memory cards, optical drives, mag-
netic drives, flash drive, or the like. The system can be
implemented on a general use computer, a specialized
computing system, or implemented in hard-
ware/firmware. These are collectively known as "infor-
mation processing devices" herein.

[0199] The order of the above steps may be inter-
changed, and steps may be executed in parallel, for ex-
ample.

[0200] For one skilled in the art, further modifications
and adjustments are conceivable based on the above-
described embodiments, which further modifications and
adjustments are all considered to be encompassed by
the enclosed claims.

Claims

1. Adata processing method performed by an informa-
tion processing device operating a machine learning
algorithm, said machine learning algorithm process-
ing operational data originating from a real-life con-
text and human mental brain activity data relating to
implicit human participation with said real-life context
and provided by a passive brain-computer interface,
wherein said operational data and human mental
brain activity data are identified by sensing human
mental engagement with an aspect of said real-life
context, and at least one of analysis and inferencing
by said machine learning algorithm and aspects of
said real-life context are controlled by said informa-
tion processing device based on said data process-

ing.

2. The method according to claim 1, wherein at least
one ofsaid analysis and inferencing by said machine
learning algorithm and aspects of said real-life con-
text are controlled by said information processing
device by associating said identified operational data
and human mental brain activity data.

3. The method according to any ofthe previous claims,
wherein at least one of said analysis and inferencing
by said machine learning algorithm and aspects of
said real-life context are adapted by said information
processing device based on at least one of human
mental engagement with respect to respective op-
erations and interactions in said real-life context and
engagement of said information processing device
with respective operations and interactions in said
real-life context.

4. The method according to any ofthe previous claims,
wherein said real-life context comprises a cognitive
probing event.

5. The method according to any ofthe previous claims,
wherein said human brain activity data comprises
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implicit human participation of at least one of an in-
dividual and a group of individuals.

The method according to any ofthe previous claims,
wherein human mental engagement with an aspect
of said real-life context is identified from human bio-
signal data sensed by at least one bio-signal sensor,
including said passive brain-computer interface.

The method according to any ofthe previous claims,
wherein operational data, human mental brain activ-
ity data and human mental engagement data are
processed in real-time or quasi real-time, in particu-
lar data pertaining to a time critical real-life context.

The method according to any ofthe previous claims,
wherein said operational data comprises atleastone
of physical data and virtual data originating from said
real-life context, in particular data pertaining to tech-
nological states and technological state changes of
at least one device operating in said real-life context,
in particular at least one device controlled by said
information processing device, comprising any ofde-
vice input states, device output states, device oper-
ational states, device game states, computer aided
design states, computer simulated design states,
computer peripheral device states, computer con-
trolled machinery states and respective state chang-
es.

The method according to any ofthe previous claims,
wherein said information processing device oper-
ates a reinforcement machine learning algorithm, in
particular a deep reinforcement machine learning al-
gorithm, comprising a reward function, wherein said
implicit human mental brain activity data provide said
reward function.

The method according to any ofthe previous claims,
wherein said machine learning algorithm comprises
an Artificial General Intelligence, AGI, data process-
ing algorithm.

The method according to any ofthe previous claims,
comprising the steps of:

- identifying, by said information processing de-
vice, an aspect of said real-life context, said as-
pect identified from sensing human mental en-
gagement with said real-life context;

- acquiring, by said information processing de-
vice, operational data pertaining to said identi-
fied aspect;

- acquiring, by said information processing de-
vice, human mental brain activity data of implicit
human participation with said real-life context
pertaining to said identified aspect;

- processing, by said machine learning algo-



12

13.

14.

15.

33 EP 4 155 880 A1

rithm, said acquired operational data and mental
state data assessed from said acquired human
mental brain activity data, and

- controlling, by said information processing de-
vice, at least one of analysis and inferencing by
said machine learning algorithm and aspects of
said real-life context based on said data
processing.

The method according to any ofthe previous claims,
wherein said information processing device oper-
ates at least one further algorithm for at least one of
sensing, performing, acquiring, processing, and pre-
processing of at least one of brain activity data, op-
erational data, human mental engagement, aspect
identification, mental state data, human bio-signal
data and control of said machine learning algorithm
and aspects of said real-life context.

A program product, encoded with instructions stored
on any of a transitory and a non-transitory medium
readable by an information processing device, said
instructions arranged to perform the method accord-
ing to any of the previous claims when said instruc-
tions are executed by an information processing de-
vice, including any of a computer and a computer
application.

A machine-learning algorithm trained in accordance
with the data processing method according to any
of the claims 1 - 12.

A data processing system, comprising means ar-
ranged for performing the data processing method
according to any of the claims 1 - 12,
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