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Abstract
Objective. Brain-computer interface (BCI) systems read and interpret brain activity directly from
the brain. They can provide a means of communication or locomotion for patients suffering from
neurodegenerative diseases or stroke. However, non-stationarity of brain activity limits the reliable
transfer of the algorithms that were trained during a calibration session to real-time BCI control.
One source of non-stationarity is the user’s brain response to the BCI output (feedback), for
instance, whether the BCI feedback is perceived as an error by the user or not. By taking such
sources of non-stationarity into account, the reliability of the BCI can be improved. Approach. In
this work, we demonstrate a real-time implementation of a hybrid motor imagery BCI combining
the information from the motor imagery signal and the error-related brain activity simultaneously
so as to gain benefit from both sources.Main results. We show significantly improved performance
in real-time BCI control across 12 participants, compared to a conventional motor imagery BCI.
The significant improvement is in terms of classification accuracy, target hit rate, subjective
perception of control and information-transfer rate. Moreover, our offline analyses of the recorded
EEG data show that the error-related brain activity provides a more reliable source of information
than the motor imagery signal. Significance. This work shows, for the first time, that the
error-related brain activity classifier compared to the motor imagery classifier is more consistent
when trained on calibration data and tested during online control. This likely explains why the
proposed hybrid BCI allows for a more reliable means of communication or rehabilitation for
patients in need.

1. Introduction

Since the introduction of a brain-computer interface
(BCI) by Vidal [1], there have beenmany implement-
ations as potential communication or rehabilitation
interventions for patients (e.g. [2–6]). In BCI systems,
brain activity is read directly from the brain and a
control command is generated based on the user’s
intentions while bypassing the common neuromus-
cular pathways. Electroencephalography (EEG) is one
technique to read brain activity non-invasively and is
thus widely used in BCI applications. Motor imagery
(MI) BCI is a popular category of BCI systems that
relies on the user-initiated movement imagination

5 Author to whom any correspondence should be addressed.

of different body parts, which results in distinguish-
able patterns of brain activity [3, 7]. By detecting
and classifying these patterns in real time, imagin-
ing movement of different body parts can then be
mapped to, for instance, a cursor moving on a screen
or a switch controlling a wheelchair.

The MI signal is user-generated; therefore, the
user’s ability to generate distinguishable motor
imagery signals plays an essential role in reliable
BCI control. Since the generated patterns are rel-
atively subtle to detect, pattern recognition methods
are necessary to train relevant classifiers [8-10]. BCIs
usually use supervised machine learning in which the
training data come from a calibration session [11].
Due to the inherent non-stationarity of brain activ-
ity, re-calibration is often necessary after some time.
Without such re-calibration, the BCI system suffers a
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decrease in accuracy over time, limiting the transfer
of a classifier trained during calibration to subsequent
real-time control [12].

To improve reliability in BCI control while
avoiding time-consuming re-calibration sessions, one
approach is to use other available sources of informa-
tion in order to support, adjust, or correct the inform-
ation from the primary detected signal. One poten-
tial such source is the brain activity that occurs in
response to the BCI output (feedback). User brain
activity was shown to be different when observing
a successful execution of an intended task by the
BCI versus an unsuccessful execution [13–20]. This
so-called ‘error-related brain activity’ is classifiable
and can be used to alleviate the reliability limita-
tion [17, 21–23]. Of course, during online use of a
BCI system, classifiers focusing on these secondary
sources of information could potentially suffer the
same degradation over time. Aside from the issue
of how to optimally combine multiple sources of
information, another important question is how the
accuracy changes when a classifier trained on the cal-
ibration data is used in online control for both the
primary (e.g. motor imagery) and the secondary (e.g.
error-related brain activity) signals.

There are multiple approaches towards using
error-related brain activity to improve BCI perform-
ance. One approach is to discard a BCI output and
repeat the trial or to execute an action in the reverse
direction upon detection of an error [14, 24, 25].
A second approach, based on error-driven learning,
attempts to limit the occurrence of a future error by
updating the classifiers upon the detection of error-
related brain activity or to discard the unsupervised
adaptation temporarily if an error is detected [26, 27].
A third approach based on error integration proposed
a hybrid BCI for a 1-D cursor control by combining
the motor imagery signal with the user brain activity
in response to the cursor’s changes in the direction of
movement [22, 23].

Recent studies in invasive BCIs also show evidence
for the possible detection of error-related brain activ-
ity and propose to use it to improve the BCI perform-
ance. For instance, the authors in [28] showed that
error signals can be detected from human electro-
corticography (ECoG) in a continuous task compris-
ing a video game. In other work, the authors in [29]
showed the detection of error-related brain activity in
a motor imagery task in human ECoG. Moreover, the
authors in [30] proposed to augment an intracortical
BCI with error detection. They showed in an exper-
iment with non-human primates that a classifiable
error signal can be detected from electrodes located
in the premotor and primary motor cortices and pro-
posed a system to automatically undo or prevent mis-
takes.

In earlier work [17, 31], we showed that themotor
imagery signal and feedback/error related brain activ-
ity occur in overlapping frequency bands and may

therefore interfere with each other if not handled
appropriately. We also proposed to combine these
two signals through a more sophisticated error integ-
ration approach that simultaneously combined a
right/left hand motor imagery classifier with a clas-
sifier detecting whether the user perceived the last
BCI output as an error or not. The proposed hybrid
BCI system translated the classification score from
the domain of the error-related brain activity to that
of the motor imagery classifier and learned a logistic
regression classifier to best combine the two sources
of information for each user. This allows for a system
that relies more/less on either the motor imagery or
error-related brain activity signals depending on how
classifiable each source of information is for a specific
user. We showed the efficacy of such a system in an
offline BCI with sham feedback across 10 participants
[17].

Since real-time feedback can itself modify brain
activity, it is vital to evaluate the efficacy of our earlier
proposed hybrid BCI in real-time control. This is the
goal of the current study where we answer two ques-
tions: 1) how the performance of the proposed hybrid
BCI in real-time control compares to a conventional
motor imagery BCI, and 2) how the underlying two
aspects of the proposed hybrid BCI (i.e. error-related
brain activity and motor imagery signal) compare
with each other in their contributions to robust and
reliable control.

2. Methods

The study was approved by the University Institu-
tional Review Board at UC San Diego and all par-
ticipants signed an informed consent form prior
to their participation. Data were recorded from 12
participants who were naive to BCI experiments
(7 females, 1 left-handed, average age = 20.4± 1.0).
Each participant took part in one session of roughly
2.5 hours in length while they comfortably sat in front
of a screen (Dell 19” CRT monitor), centered with
respect to the screen and about one meter away.

EEG data were recorded using a 64-channel
BrainAmp system (Brain Products GmbH). The act-
ive electrodes were located according to the interna-
tional 10–20 system [32]. The impedance of the elec-
trode connectivity was adjusted to be below 20 kΩ.
Electromyography (EMG) data were also recorded
with bipolar electrodes using BrainAmp ExG from
the wrists and upper forearms; however, the recor-
ded EMG data were not used for the analysis in this
paper. Data were recorded at a sampling rate of 5000
Hz with online reference and ground electrodes loc-
ated at FCz and AFz, respectively. To ensure accurate
recording and inference of the brain activity, a small
photo sensor was placed at the bottom right corner
of the screen and was connected to the ExG box. A
white circle (with the same diameter as the the photo
sensor) was turned on and off at the same time that
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the cursor moved on the screen. This allowed for an
accurate recording of the stimuli presentation time
and removing any potential jitter in the measurement
system.

Python was used to design and present the stimuli
as well as for the real-time processing of the EEG sig-
nal. Simulation and Neuroscience Application Plat-
form (SNAP) [33] was used for stimuli presentation,
Lab Streaming Layer (LSL) [34] to interface the EEG
system with the computer, and Numpy [35], SciPy
[36] and scikit-learn [37] for data processing. Python
was used for the offline analysis of the data as well.
MATLAB [38] and EEGLAB [39] were used for off-
line epoching and plotting of the results. Temporal fil-
ters were implemented through the filtfilt func-
tion from SciPy [36] that applies a filter twice, once
forward and once backward, to ensure zero-phase fil-
tering. Also, wherever not otherwise indicated, all 64
EEG channels were used for feature extraction and
classification.

2.1. Experiment
Each participant took part in one experiment session
that was comprised of two phases. The first phase
was primarily designed for the participants to gain
experience with the motor imagery of their right/left
hand. Data from the first phase were not analyzed in
this work. Phase 2, which is the focus of this work,
involved using motor imagery to control a cursor on
the screen. This phase had two parts: calibration and
online control. Details of the stimuli presentation are
described next.

2.1.1. Phase 1
Each trial began by showing a right/left arrow rep-
resenting the side of imagery. Next, participants fix-
ated on a fixation cross for 1 second. Then the text
‘imagery’ appeared above the fixation cross instruct-
ing participants to begin motor imagery of the cor-
responding hand. The movement imagination time
was set to 3 seconds and afterwards participants were
provided with feedback in the form of two bars whose
height represented the power in the 7–30 Hz fre-
quency band averaged on the electrodes over the right
(EEG channels FC4, C4, CP4) and left (EEG channels
FC3, C3, CP3)motor cortices, separately. Sincemotor
imagery of the right/left hand results in contralat-
eral event-related desynchronization (i.e. decreased
power over right/leftmotor cortex for left/rightmotor
imagery), participants were instructed to maximize
the height of the bar on the side of imagery and min-
imize the height of the one on the other side [40]. If
the bar height was larger than a set threshold, the scale
was adjusted for easy observation and interpretation
of the bar heights. An example of a trial is depicted in
figure 1(a) and an explanation of the provided feed-
back is shown in figure 1(b).

Phase 1 had a total of 30 trials (15 right hand and
15 left handmotor imagery) divided into three blocks

and there was a 5-second break in between two con-
secutive trials. The order of the trials was randomly
selected once and the order was kept the same across
participants. Participants were given instructions and
suggestions on what to imagine for their hand move-
ments; however, they had a chance to explore differ-
ent imaginedmovements and decide on what worked
best for them. After each block, participants could
take as much rest as needed. Upon completion of this
phase, participants filled in a short questionnaire in
which they answered what movement they imagined
for their right and left hands. They were instructed
not to change their selected movement imagination
throughout the rest of the experiment.

2.1.2. Phase 2
In phase 2, participants were instructed to use their
selected right/left hand movement imagination to
move a cursor to the right/left towards a target. At
the beginning of every trial, the cursor (blue circle,
2 cm in diameter) appeared at its starting position,
i.e. the center of the screen. The target (white circle,
2 cm in diameter) also appeared at either side of the
screen, exactly three horizontal steps away from the
cursor. After 1.2 seconds, the target disappeared and
the cursor moved at the rate of one movement or
‘step’ per 1.2 seconds to either the left or the right. The
trial ended when the cursor hit the target location or
the corresponding location on the other side or after
12 cursor steps, whichever came first. Therefore, trial
duration varied across different trials, depending on
the cursor movements, approximately between 4 to
15 seconds. Participants had 5 seconds to rest before
the next trial began. The choice of a maximum of
12 steps in each trial was selected to ensure that the
trial ended with a maximum duration of about 15
seconds. An example of a trial is depicted in figure 2.
In this example, the target appears at the right side
of the screen indicating a right hand motor imagery
trial where the participant should imaginemovement
of the right hand throughout the trial. Since the goal
in each trial is for the cursor to hit the target, a
movement towards the target is called a ‘good’ move-
ment and a movement away from the target is called
a ‘bad’ movement. Therefore, in this example, the
first cursor movement towards the right is a good
movement, the second one is a bad movement as the
cursor moves away from the target. The third move-
ment is a good movement and so on. This trial is
a success (or hit) as the cursor reached the target
location.

Phase 2 had a total of nine blocks and each block
was comprised of 20 trials. In each trial, the target
appeared randomly at the right or the left side of the
screen while maintaining that each block had 10 right
and 10 left trials. In the first three blocks, participants
received sham feedback while they were led to believe
that they were in control of the cursor movements.
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(a) An example of a trial in phase 1. Note that the background of the frames was dark gray in the

experiment but is depicted lighter here for easier visualization of the details.

(b) An example of the MI training feedback in phase 1. The power on the left side (blue) is two

times the maximum height, plus a remainder value. The power on the right side (red) is one times this

maximum height plus a remainder. This was a successful left-hand motor imagery trial.

Figure 1. In phase 1, participants gained some experience with motor imagery: (a) depicts an example of a trial in this phase, and
(b) shows the provided feedback.

This was to have the necessary labels to train the clas-
sifiers. In these first three blocks, the cursor move-
ments were predefined and randomly generated with
the following criteria: the cursor had a fixed probab-
ility of going towards the target (p= 0.60) following
a Bernoulli distribution until the target or the corres-
ponding location on the other side was reached, or a
maximum of 12 steps occurred; however, any gener-
ated trials with more than three consecutive changes
in directionwere not used. The cursormovements for
the first three blockswere generated ahead of time and
kept the same across participants. The hit rates were
0.75, 0.6 and 0.75 in blocks 1, 2 and 3, respectively.
The recorded EEG data in the first three blocks were
used to calibrate the classifiers as will be explained in
detail later.

In the latter six blocks of phase 2, participants
received real online feedback in which three blocks
used the conventional right/left hand motor imagery

(R/L) control and the remaining three blocks used our
proposed BCI control that combined the right/left
hand motor imagery with the error-related brain
activity signal. The latter classifier detects whether the
user perceived the last cursor movement as ‘good’
or ‘bad’, i.e. going towards or away from the target,
respectively. This is called a good/bad classifier (G/B)
and the proposed control is therefore called R/L+G/B
control. The blocks with R/L and R/L+G/B control
were alternated and the order was counterbalanced
across participants. After each block in this phase,
participants could take as much rest as needed.

Participants were not aware of the sham feedback
in the first three blocks and the different controls in
the online blocks. After each block in phase 2 (includ-
ing the calibration and online control blocks), parti-
cipants answered the following question: from 1 to 10
where 1 represents the least and 10 the most amount of
control, how much in control of the cursor did you feel?

4
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Figure 2. An example of a trial in phase 2. Each trial began with the cursor (blue circle) at the center and the target (white circle)
at either side of the screen, exactly three steps from the cursor. Trial ended when the cursor hit the target location or the
corresponding location on the other side or after 12 cursor steps, whichever came first. Participants had 5 seconds to rest before
the next trial began. Note that the background of the frames was dark gray in the experiment but is depicted lighter here for easier
visualization of the details.

Participants also filled in questionnaires aimed at
quantifying their handedness and various aspects of
their personality [41–44]. However, the data were not
used for the analysis of this work.

2.2. Calibration and online control
We performed extensive analysis on our previously
recorded data [17] comprising data from 10 separ-
ate participants each participating in ten blocks with
20 trials of an experiment with sham feedback (sim-
ilar to the calibration phase in this work). We com-
pared different classifiers in their performance when
applied to three blocks of their data, i.e. the planned
duration of the calibration phase, to decide the spe-
cifications of the feature extraction and classification
methodologies such as the type of classifier, number
of spatial filters, specifications of the temporal filters,
etc as explained next. Note that the data fromour pre-
vious work were not directly used for calibration in
this work.

2.2.1. Calibration
The recorded EEG data from the first three blocks of
phase 2, called the ‘calibration data’ during which the
cursor moved according to a pre-determined set of
movements, were used to train the classifiers to be
applied later for online control.

To train classifiers, the recorded calibration data
were downsampled to 100 Hz, re-referenced to com-
mon average, and epoched 0–1 seconds time-locked
to each step (cursor movement) excluding the last
cursor movement. The last cursor movement was
excluded as it indicated the end of a trial and nomotor
imagery signal was generated by the participants
when a trial ended. In the trial example depicted in
figure 2, epoching the EEG data resulted in 4 epochs.
Each epochwas labeled as good-right (GR), bad-right
(BR), good-left (GL) or bad-left (BL) depending on
whether it belonged to a right/left motor imagery trial
and whether the cursor moved towards/away from
the target resulting in either a good or a bad move-
ment. In the trial example in figure 2, the first epoch
was labeled as GR, the second as BR, and the third
and fourth as GR. Similarly, a left motor imagery trial
(with the target at the left side of the screen), resulted
in GL and BL epochs for cursor movements towards
and away from the target, respectively.

Three classifiers were trained on the selected
epochs: two to classify the error-related brain activ-
ity (called the G/B-csp and G/B-wm classifiers) and
one to classify the motor imagery signal (called the
R/L classifier). Classifiers were trained for each par-
ticipant separately on her/his calibration data. Since
the number of GR, BR, GL and BL steps in calibration
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data was not balanced (mainly because the average hit
rate for the calibration blocks were by design higher
than 0.5 to maintain participants’ motivation), prior
to training the classifiers, the population of the GR,
BR, GL and BL epochs were balanced by subsampling
the larger groups. This was to have an unbiased clas-
sifier. The subsampling occurred at random and no
steps from the calibration data were removed except
for balancing the populations of the four aforemen-
tioned groups of steps.

(a) R/L classifier: For the right/left hand motor
imagery classification (R/L), the GR and BR
epochs were concatenated and labeled as the
right class. The GL and and BL epochs were
also concatenated and labeled as the left class.
The R/L classifier was trained to distinguish
between the right and left classes. To do so, first
the epoched data were filtered to 7–30 Hz with
an IIR filter (6th order Butterworth). Then the
method of common spatial patterns (CSP) [9,
45]was applied and the top 3CSP filters for each
of the right and left classes were selected (i.e.
a total of 6 filters). Temporally filtered epochs
were passed through the selected CSP filters
and the logarithm of the variance of the filtered
data across time were selected as features. A
linear discriminant analysis (LDA) with auto-
matic shrinkage using the Ledoit-Wolf lemma
[46] was trained on the selected features [37].
The choice of shrinkage was to encourage bet-
ter generalization.

(b) G/B-csp classifier: The GR and GL epochs were
concatenated and labeled as the good class. The
BR and and BL epochs were also concatenated
and labeled as the bad class. The G/B-csp classi-
fier was trained to distinguish between the good
and bad classes [17]. To train the G/B-csp classi-
fier, we filtered the data to 1–30 Hz with an IIR
filter (6th order Butterworth). A smaller time
window of 50–950 ms was selected from each
filtered epoch. Next, the CSP technique [9, 45]
was applied and the top 3 CSP filters for each
of the good and bad classes were selected (i.e.
a total of 6 filters). Temporally filtered epochs
were passed through the selected CSP filters and
the logarithm of the variance of the filtered data
across time were selected as features.To encour-
age better generalization, LDA with automatic
shrinkage using the Ledoit-Wolf lemma [46]
was trained on the selected features [37].

(c) G/B-wm classifier: we trained another
G/B classifier called G/B-wm following the
windowed-means approach for single trial clas-
sification of an event-related potential (ERP)
[14, 47]. We considered EEG activity on chan-
nels Fz, Cz, CPz andPz as the error-related brain
activity is considered to be a fronto-central
signal that is best picked up by the mid-line

channels [14]. The EEG signal on these 4 chan-
nels was filtered to 1–10 Hz with an IIR fil-
ter (6th order Butterworth). A smaller time
window of 50–950 ms was selected from each
filtered epoch and baselined to the first 50 ms.
Then the average of the signal in 100 ms non-
overlapping windows in 9 windows (50–950
ms) were selected as features. An LDA classifier
with automatic shrinkage using the Ledoit-Wolf
lemma [46] was trained on the selected features
[37, 47]. The choice of shrinkage was to encour-
age better generalization.

TheproposedR/L+G/Bclassifier: Our proposed
hybrid MI-BCI combined the scores from the afore-
mentioned classifiers as follows. Each R/L, G/B-wm
and G/B-csp is a binary LDA classifier. Let the event
spaces for the R/L and G/B (-csp and -wm) classifi-
ers be r, l and g, b where r, l, g and b represent right,
left, good and bad cursormovements. Then, PRL(r) or
PRL(l) indicate the score/probability of the R/L classi-
fier for outputting r or l, respectively. On the other
hand, PGB− csp(g) or PGB− csp(b) indicate the score/-
probability of the G/B-csp classifier for outputting g
or b and similarly, PGB−wm(g) or PGB−wm(b) indicate
the score/probability of the G/B-wm for outputting g
or b. Then the following holds:

PRL(r)+ PRL(l) = 1;

PGB−csp(g)+ PGB−csp(b) = 1;

PGB−wm(g)+ PGB−wm(b) = 1.

To combine the three classifiers, we trained a
logistic regression to combine the scores from the
aforementioned classifiers and output r/l as this is the
goal of a motor imagery BCI. However, this would
not be possible directly since the domain of the G/B
(including G/B-csp and G/B-wm) and R/L classi-
fiers are not aligned in general. If the cursor last
moved to the right, then PGB− csp(g) and PGB−wm(g)
would be directly mapped to PRL(r). However, if
the cursor last moved to the left, then PGB− csp(b)
and PGB−wm(b) would be mapped to PRL(r) instead.
So the selected features were the following depend-
ing on the last cursor movement: if the cursor last
moved to the right [PRL(r), PGB− csp(g), PGB−wm(g)],
and if the cursor last moved to the left [PRL(r),
1− PGB− csp(g), 1− PGB−wm(g)] were selected as fea-
tures and a logistic regression (with three weights and
one bias term) was trained on the selected features
[17].

2.2.2. Online control
As mentioned earlier, blocks 4-9 comprised online
control of the cursor where half of them used the R/L
control and the rest used the proposed R/L+G/B con-
trol. In each trial, after the target disappeared, the
classifier (selected with respect to the block’s control
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type)was applied to every 1.2 seconds of EEGdata at a
time and the cursor moved to the right or left accord-
ing to the output of the classifier.
R/L control: In the R/L control blocks, only the

R/L classifier was used to control the cursor the same
way as in a conventional motor imagery BCI. This is
depicted in figure 3.
R/L+G/B control: The R/L+G/B blocks used the

proposed R/L+G/B classifier. As explained earlier,
the scores from the R/L, G/B-csp and G/B-wm clas-
sifiers were combined through a logistic regression
based on the direction of the last cursor movement
(CD). This is depicted in figure 4. Note that in the
R/L+G/B blocks, in each trial, the first cursor move-
ment was based on the R/L classifier only as no feed-
back was provided to the participant yet. From the
second movement onward, the R/L+G/B classifier
was used.

2.3. Metrics
2.3.1. Hit rate and subjective rate
We compared R/L and R/L+G/B controls (blocks 4-
9) in various aspects. A successful trial was when the
cursor hit the target. Therefore, ‘Hit rate (HR)’ is
defined as the rate/percentage of hit targets in each
block (of 20 trials). We define another online score
based on the participants’ ratings of how much in
control they felt in each block. We call this ‘subjective
rate (SR)’. We report the participants’ online scores
including hit rates and their subjective ratings.

2.3.2. Information transfer rate
Since there is a trade-off between accuracy and time,
we also calculated the information transfer rate (ITR)
for each type of control. Let xi and yj represent the
intended and decoded classes, respectively. Since the
target is located at either the right or left, then i, j∈ r, l.
We used the following equation to calculate the ITR
[48, 49]:

ITR=

( ∑
j∈{r,l}

−p(yj)log2(p(yj))

+
∑

i∈{r,l}

∑
j∈{r,l}

p(xi)p(yj|xi)log2(p(yj|xi))
)
/T,

where T is the trial duration. We estimated T using
the average number of steps (AST) per trial across
the R/L or R/L+G/B blocks for each participant.
Note that the timed-out trials, taking the max-
imum allowed number of steps (i.e. 12), were also
included in the calculation of the AST. Since each
step took about 1.2 seconds to complete, we estim-
ated T= 1.2×AST+ 5 as the average trial dura-
tion including the inter-trial interval of 5 seconds.
Since the target location was balanced by design,
then p(xr) = p(xl) = 0.5. Also, p(yj|xi) for i, j∈ r, l,
was estimated as the rate of trials that hit the target
at the j side when the target was in fact located at the

i side. ITR was calculated for each participant, separ-
ately for the three R/L and the three R/L+G/B control
blocks.

2.3.3. Classification accuracy of steps
As another metric, we looked at the performance of
the R/L, G/B-csp, G/B-wm and R/L+G/B classifiers
for classifying each cursor movement or step through
offline analysis of the recorded data. Our goal was to
investigate how the trained classifiers compared with
each other and how they contributed to our proposed
R/L+G/B classifier. To do so, the calibration (blocks
1-3 of phase 2) and the online recorded data (blocks
4-9 of phase 2) for each participant were epoched 0-1
seconds time-locked to each cursor movement while
excluding the last cursor movements. All trials were
used for the analyses except for three trials fromparti-
cipant B5 and two trials from participant B6 (all from
the recorded online data of these participants) that
were removed due to technical issues during record-
ing.

As mentioned earlier, each cursor step may have
any of the following 4 different labels: GR, BR, GL
or BL. For training and testing the classifiers, these
four groups of steps were balanced by subsampling
the groups with the larger population. After balan-
cing the groups, there were 136 steps in the calibra-
tion blocks, and on average 272.7± 38.4 steps in the
online blocks across participants. Note that the steps
in the calibration blocks were the same across parti-
cipants by design, but the steps differed between par-
ticipants in the online blocks due to the difference in
participants’ performance. Subsampling (separately
within the calibration and online data steps) was done
10 times where each is called an instance of the data
with balanced GR, BR, GL and BL groups leading to
balanced right, left, good and bad classes. Balanced
classes allow for easier interpretation of the results.

We compared the classification accuracy of the
R/L, G/B-csp, G/B-wm and our proposed R/L+G/B
classifiers in three conditions: 1) trained and tested
on the calibration data using cross-validation (TRcal-
TEcal), 2) trained and tested on the online data using
cross-validation (TRon-TEon) and 3) trained on the
calibration data and tested on the online data (TRcal-
TEon). The last condition is what took place during
the online control. We did these analyses two ways:
with and without separating the online steps that
belonged to the R/L and R/L+G/B blocks.

3. Results

3.1. Hit rate and subjective rate
Figure 5 reports the online hit rates (HR) and sub-
jective rates (SR) across participants. For each parti-
cipant, the online part of our experiment comprised
six blocks (three R/L and three R/L+G/B blocks).
Scores were averaged across the R/L and R/L+G/B
blocks separately and reported as HR and SR for
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Figure 3. LR/ control using the R/L classifier.

Figure 4. R/L+G/B control using the R/L+G/B classifier. CD indicates the direction of the last cursor movement. If the cursor last
moved to the right, PRL(r), PGB− csp(g) and PGB−wm(g) were combined through the logistic regression. However, if the cursor last
moved to the left, PRL(r), 1− PGB− csp(g) and 1− PGB−wm(g) were combined.

Table 1. The sensitivity of the right (R) and left (L) target hit rates for the R/L and R/L+G/B blocks. Note that columns 4 and 7 report
the online hit rates (HR) of the R/L and R/L+G/B blocks and are plotted in figure 5(a) as bar plots. The first number in each entry is the
average hit rate across the three blocks with the R/L or R/L+G/B control for the corresponding participant and the second number
indicates the standard error of the mean.

ID R/L (R) R/L (L) R/L (HR) R/L+G/B (R) R/L+G/B (L) R/L+G/B (HR)

B1 0.43/0.30 0.67/0.19 0.55/0.08 0.67/0.03 0.90/0.10 0.78/0.04
B2 0.57/0.28 0.60/0.23 0.58/0.08 0.63/0.12 0.77/0.12 0.70/0.03
B3 0.23/0.12 1.00/0.00 0.62/0.06 0.23/0.09 1.00/0.00 0.62/0.04
B4 0.97/0.03 0.73/0.07 0.85/0.03 0.90/0.10 0.83/0.12 0.87/0.04
B5 0.90/0.10 0.66/0.09 0.78/0.03 0.93/0.07 1.00/0.00 0.96/0.04
B6 0.27/0.12 0.52/0.23 0.40/0.06 0.57/0.15 0.70/0.15 0.63/0.03
B7 0.33/0.19 0.83/0.17 0.58/0.02 0.63/0.12 0.93/0.03 0.78/0.07
B8 0.77/0.13 0.53/0.09 0.65/0.03 0.90/0.06 0.87/0.03 0.88/0.03
B9 1.00/0.00 0.57/0.12 0.78/0.06 0.90/0.06 0.90/0.00 0.90/0.03
B10 0.40/0.12 0.50/0.17 0.45/0.13 0.53/0.13 0.77/0.09 0.65/0.09
B11 0.33/0.28 1.00/0.00 0.67/0.14 0.40/0.31 0.90/0.10 0.65/0.10
B12 0.33/0.20 0.67/0.23 0.50/0.05 0.47/0.03 0.77/0.09 0.62/0.03

the corresponding control types. Error bars show the
standard error of the mean. Wilcoxon signed rank
tests show that the HR and SR are significantly bet-
ter in the R/L+G/B blocks than in the R/L blocks
(p< 0.003). This indicates a more accurate control in
the proposed BCI both objectively and subjectively.

Table 1 presents the sensitivity of the right (R) and
left (L) target hit rates in theR/L andR/L+G/Bblocks.
Even though for some participants (e.g. B4, B8 and
B9) there is either negligible bias or bias towards the
right, on average across participants there is a slight
bias towards the left in both R/L andR/L+G/B blocks.
Wewill show later in section 3.3.1 that this bias ismost
probably induced by the bias in theR/L classifier at the
level of every cursor movement.

As mentioned earlier, trials could end when the
number of cursor movements reached its maximum
(i.e. 12movements). Figure 6 shows the average num-
ber of timed-out trials for R/L and R/L+G/B blocks
before hitting the target or the corresponding location
on the other side.Wilcoxon signed rank test shows no
significant difference across participants in the num-
ber of timed-out trials between the R/L and R/L+G/B
blocks (p= 0.86).

3.2. Information transfer rate
AST and ITR for the R/L and R/L+G/B blocks are
reported in table 2. Note that 1 bit of information
was conveyed when the cursor hit the target. Since
the target was 3 steps away from the cursor, the
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(a) Online hit rates (HR). The upper limit of the chance interval with significance of p= 0.05 is
0.62 [49].

(b) Subjective rates (SR).

Figure 5. The bar heights represent the average online scores of the R/L and R/L+G/B blocks for each participant and AVR
indicates the averages across participants. Error bars show the standard error of the mean. Wilcoxon signed rank tests indicate
that across participants, the average online hit rates (HR) and subjective rates (SR) in the R/L+G/B blocks are significantly better
than in the the R/L blocks (p< 0.003).

best achievable ITR was 1/T when AST = 3, i.e.
0.11 628 bit/sec as T= 1.2×AST+ 5 also included
the 5 seconds inter-trial interval. This explains the low
ITR values reported in table 2. Nevertheless, the ITR
in the R/L+G/B blocks is significantly higher across
participants than the ITR in the R/L blocks (Wilcoxon
signed rank test, p= 0.007).

3.3. Classification accuracy on steps
The classification accuracy of the classifiers on steps
are reported in figures 7, 8 and 9. The red bars
represent the ‘cross-validated calibration accuracy’
(TRcal-TEcal), that is the accuracy of a classifier
trained and tested on the calibration steps. The blue
bars on the other hand, represent the ‘cross-validated
online accuracy’ (TRon-TEon), that is the accuracy of

a classifier trained and tested on the online steps. The
blue and red bar heights indicate the average accuracy
of 10 instances of a 5-fold cross-validation over bal-
anced steps. Bar heights represent the average and the
error bars indicate the standard deviation for indi-
vidual participants and standard error of themean for
the average bar (AVR) which is across participants.

The green bars, on the other hand, represent the
‘transferred online accuracy’ (TRcal-TEon), that is
the classification accuracy of a classifier trained on
the calibration steps and tested on the online steps,
again over balanced classes. Bar heights represent
the average and the error bars indicate the stand-
ard deviation for individual participants and standard
error of the mean for the average bar (AVR) which
is across participants. Note that we did not separate
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Figure 6. The bar heights represent the average number of timed-out trials per block in R/L and R/L+G/B blocks for each
participant and AVR indicates the averages across participants. Error bars show the standard error of the mean. Wilcoxon signed
rank test shows no significant difference across participants in the number of timed-out trials between the R/L and R/L+G/B
blocks (p= 0.86). Note that every block had 20 trials.

Table 2. AST and ITR for each participant across the R/L and R/L+G/B blocks. AST (which includes the timed-out trials) is not
different across participants in the R/L and R/L+G/B blocks (Wilcoxon signed rank test, p= 0.97). However, the ITR in the R/L+G/B
blocks is significantly higher across participants than the ITR in the R/L blocks (Wilcoxon signed rank test, p= 0.007).

ID AST-R/L AST-R/L+G/B ITR-R/L (bit/sec) ITR-R/L+G/B (bit/sec)

B1 5.23 4.98 0.00 292 0.03 045
B2 4.92 4.88 0.00 234 0.01 537
B3 4.00 3.88 0.01 304 0.01 373
B4 5.78 4.62 0.05 638 0.05 430
B5 4.43 3.67 0.02 901 0.08 672
B6 6.38 5.92 0.00 017 0.00 938
B7 5.02 5.67 0.00 830 0.03 993
B8 5.75 4.35 0.01 735 0.05 213
B9 4.02 4.95 0.03 905 0.06 931
B10 5.43 6.17 0.00 001 0.015 6
B11 3.43 4.62 0.02 093 0.01 131
B12 5.18 6.47 0.00 016 0.01 672
AVR 4.96 5.01 0.01 580 0.03 458

Table 3. The upper limit of the chance level (at p= 0.05) for each participant for the cross-validated online and the transferred online
accuracy reported in figures 7, 8 and 9—i.e. the blue and green bars.

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12

0.57 0.55 0.61 0.56 0.58 0.54 0.56 0.56 0.57 0.54 0.58 0.55

the steps from the R/L and R/L+G/B blocks in these
analyses.

Since calibration steps were the same across par-
ticipants, the upper limit of the chance level (at
p= 0.05) [50] indicates 0.58 for the red bars. How-
ever, the number of available steps in the online
blocks varied across participants and the upper limit
of the chance level (at p= 0.05) for each participant is
reported in table 3.

As can be noted from figures 7, 8 and 9, even
though on average the cross-validated calibration
accuracy (TRcal-TEon) is lower for both G/B-csp
and G/B-wm compared to the R/L classifier, the
loss from transferring the classifier to the online

data is much larger for the R/L classifier. We used
Wilcoxon signed rank tests to compare the clas-
sification accuracy of TRcal-TEcal (the red bars)
and TRcal-TEon (the green bars) for each classifier,
across participants. For G/B-csp and G/B-wm, the
difference is not statistically significant across par-
ticipants (Wilcoxon signed rank test, p> 0.6). How-
ever, for the R/L classifier, TRcal-TEon is worse than
TRcal-TEcal and this difference is statistically signi-
ficant across participants (Wilcoxon signed rank test,
p< 0.001).

We also compared the cross-validated calibra-
tion accuracy (TRcal-TEcal) and the cross-validated
online accuracy (TRon-TEon), for each classifier.
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Figure 7. The transferability of the R/L classifier from calibration to online data. The red and blue bars in each plot indicate the
cross-validated calibration accuracy (TRcal-TEcal, i.e. trained and tested on the calibration data) and the cross-validated online
accuracy (TRon-TEon, i.e. trained and tested on the online data), respectively. The green bars on the other hand, represent the
transferred online accuracy (TRcal-TEon, i.e. trained on the calibration data and tested on the online data). AVR indicates the
average across participants. Bar heights represent the average and the error bars indicate the standard deviation for individual
participants and the standard error of the mean for the average across participants (AVR). Across participants, TRcal-TEon (green
bars) is significantly worse than TRcal-TEcal (red bars) – Wilcoxon signed rank test, p< 0.001.

This is because one can argue that the different
performance as represented by the lower R/L trans-
ferred online accuracy is mainly because the data
quality is different and less classifiable in the online
data. However, a Wilcoxon signed rank test shows
that the difference between TRcal-TEcal (the red
bars) and TRon-TEon (the blue bars) for the R/L
classifier across participants is not statistically sig-
nificant (p= 0.42), suggesting that the R/L motor
imagery data quality is not themain cause of the drop
in the transferred online accuracy.

Across participants, the transferred online
accuracy (TRcal-TEon) of the R/L+G/B classifier
as depicted by the green bars in figure 9 is signi-
ficantly better than the transferred online accuracy
(TRcal-TEon) for the R/L classifier as depicted by
green bars in figure 7 (Wilcoxon signed rank test,
p< 0.001). This indicates a higher accuracy in each
cursor movement that resulted in the higher hit rates
in the RL/+G/B blocks during the online control.

The sensitivity of TRcal-TEcal and TRcal-TEon
for the R/L, G/B-csp, G/B-wm, and R/L+G/B
classifiers are presented in tables 4, 5, 6 and 7. TRcal-
TEon for the R/L classifier seems to have a bias
towards the left side for more than half of the par-
ticipants which we believe could be the cause for the
hit rate bias in table 1. However, since this is not
the case for all 12 participants, it is most probably
not due to the experiment design. Data from more
participants are needed for a more detailed sensit-
ivity investigation. It is also important to note that
this bias is slightly alleviated in the R/L+G/B clas-
sifier again pointing towards the superiority of the
R/L+G/B control.

3.3.1. Comparison of the transferred online
performance (TRcal-TEon)
We compared the performance of TRcal-TEon for
the R/L, G/B-csp, G/B-wm and R/L+G/B classifiers
in table 8. Note that these values are also presented
as green bars in figures 7, 8 and 9. Wilcoxon signed
rank test shows that the difference between TRcal-
TEon in the R/L and R/L+G/B classifiers is significant
(p< 0.001) indicating that the proposed R/L+G/B
control provides a more accurate and reliable control
for every cursor movement.

The difference in TRcal-TEon across participants
for the G/B-csp and the R/L+G/B classifiers is
also significant (Wilcoxon signed rank test, p<
0.001). However, the difference between the G/B-
wm and R/L+G/B is not significant across parti-
cipants (Wilcoxon signed rank test, p= 0.2). Wil-
coxon signed rank test for each participant reveals
that the R/L+G/B classifier performs significantly dif-
ferent from the G/B-wm classifier for B1, B2, B4, B5,
B8, B9, B10 and B11 (p= 0.02, Bonferroni correc-
ted for the number of comparisons, i.e. 12). In fact,
for B10 and B11, the G/B-wm classifier provides a
significantly higher accuracy than the R/L+G/B clas-
sifier for the classification of every step.

3.3.2. Comparison of the classification accuracy in the
R/L and R/L+G/B blocks
We separated the steps in the R/L and R/L+G/B
blocks and redid the analysis in figures 7, 8 and
9 to investigate whether there is a difference for
the results of the offline analysis with respect to
which type of block the steps were randomly selected
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Figure 8. The transferability of the G/B-csp and G/B-wm classifiers from calibration to online data. The red and blue bars in each
plot indicate the cross-validated calibration accuracy (TRcal-TEcal, i.e. trained and tested on the calibration data) and the
cross-validated online accuracy (TRon-TEon, i.e. trained and tested on the online data), respectively. The green bars on the other
hand, represent the transferred online accuracy (TRcal-TEon, i.e. trained on the calibration data and tested on the online data).
AVR indicates the average across participants. Bar heights represent the average and the error bars indicate the standard deviation
for individual participants and the standard error of the mean for the average across participants (AVR). Across participants, the
difference between TRcal-TEcal (red bars) and TRcal-TEon (green bars) is not statistically significant for G/B-csp and G/B-wm
classifiers—Wilcoxon signed rank test, p> 0.60.

from in the train-test sets. However, we found that
across participants, the transferred online accuracy
(TRcal-TEon) in the R/L, G/B-csp, G/B-wm and
R/L+G/B classifiers were not different between the
R/L and R/L+G/B blocks (Wilcoxon signed rank
test, p> 0.11, Bonferroni corrected with the number
of performed tests, i.e. 4). Moreover, across parti-
cipants, the cross-validated online accuracy (TRon-
TEon) in the R/L, G/B-csp, G/B-wm and R/L+G/B

classifiers were also not different between the R/L and
R/L+G/B blocks (Wilcoxon signed rank test, p> 0.61,
Bonferroni corrected with the number of performed
tests, i.e. 4).

4. Discussion

In hybrid BCI systems, multiple sources of informa-
tion can be processed simultaneously or sequentially
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Table 4. The sensitivity of the cross-validated calibration classifier (TRcal-TEcal) in predicting the right (R) and left (L) for the R/L and
R/L+G/B classifiers. The first number in each entry is the average accuracy across the 10 instances of the data and the second number
indicates the standard deviation.

ID R/L (R) R/L (L) R/L R/L+G/B (R) R/L+G/B (L) R/L+G/B

B1 0.74/0.03 0.72/0.04 0.73/0.02 0.68/0.05 0.74/0.07 0.72/0.04
B2 0.76/0.02 0.73/0.05 0.74/0.02 0.68/0.05 0.61/0.06 0.65/0.04
B3 0.76/0.04 0.73/0.03 0.75/0.02 0.81/0.04 0.80/0.03 0.81/0.03
B4 0.87/0.04 0.88/0.04 0.87/0.03 0.88/0.04 0.85/0.04 0.86/0.03
B5 0.85/0.03 0.73/0.09 0.79/0.05 0.85/0.05 0.84/0.07 0.84/0.05
B6 0.54/0.06 0.65/0.05 0.60/0.05 0.55/0.04 0.69/0.05 0.61/0.03
B7 0.63/0.08 0.63/0.06 0.63/0.06 0.62/0.10 0.64/0.05 0.63/0.06
B8 0.69/0.06 0.65/0.04 0.67/0.04 0.76/0.05 0.75/0.05 0.75/0.03
B9 0.82/0.05 0.79/0.05 0.81/0.04 0.76/0.04 0.74/0.03 0.75/0.04
B10 0.78/0.03 0.68/0.06 0.73/0.04 0.77/0.05 0.74/0.04 0.74/0.02
B11 0.80/0.03 0.82/0.06 0.81/0.03 0.82/0.03 0.81/0.06 0.82/0.03
B12 0.65/0.05 0.69/0.04 0.67/0.04 0.72/0.04 0.77/0.05 0.75/0.04

Table 5. The sensitivity of the cross-validated calibration classifier (TRcal-TEcal) in predicting the good (G) and bad (B) for the G/B-csp
and G/B-wm classifiers. The first number in each entry is the average accuracy across the 10 instances of the data and the second
number indicates the standard deviation.

ID G/B-csp(G) G/B-csp(B) G/B-csp G/B-wm(G) G/B-wm(B) G/B-wm

B1 0.62/0.05 0.66/0.06 0.64/0.05 0.50/0.03 0.53/0.05 0.50/0.03
B2 0.47/0.03 0.55/0.05 0.51/0.03 0.53/0.05 0.51/0.06 0.53/0.05
B3 0.68/0.06 0.70/0.04 0.69/0.05 0.67/0.05 0.69/0.02 0.68/0.03
B4 0.61/0.05 0.63/0.05 0.62/0.04 0.64/0.05 0.62/0.04 0.63/0.03
B5 0.73/0.08 0.70/0.08 0.71/0.08 0.74/0.05 0.70/0.04 0.71/0.03
B6 0.58/0.06 0.55/0.07 0.56/0.04 0.62/0.04 0.59/0.05 0.59/0.03
B7 0.56/0.07 0.49/0.04 0.53/0.04 0.55/0.08 0.54/0.05 0.53/0.04
B8 0.66/0.03 0.67/0.06 0.66/0.04 0.76/0.04 0.71/0.03 0.72/0.04
B9 0.57/0.05 0.59/0.05 0.58/0.04 0.64/0.06 0.63/0.04 0.62/0.03
B10 0.51/0.08 0.53/0.04 0.52/0.04 0.68/0.03 0.65/0.04 0.65/0.04
B11 0.67/0.05 0.50/0.04 0.59/0.02 0.68/0.04 0.63/0.03 0.65/0.03
B12 0.62/0.09 0.51/0.06 0.57/0.07 0.76/0.04 0.69/0.04 0.71/0.03

Table 6. The sensitivity of the transferred online classifier (TRcal-TEon) in predicting the right (R) and left (L) for the R/L and
R/L+G/B classifiers. The first number in each entry is the average accuracy across the 10 instances of the data and the second number
indicates the standard deviation.

ID R/L (R) R/L (L) R/L R/L+G/B (R) R/L+G/B (L) R/L+G/B

B1 0.44/0.04 0.59/0.02 0.51/0.02 0.58/0.04 0.67/0.03 0.62/0.02
B2 0.53/0.02 0.57/0.01 0.55/0.01 0.61/0.02 0.53/0.01 0.57/0.01
B3 0.37/0.05 0.91/0.03 0.64/0.03 0.46/0.06 0.93/0.02 0.70/0.03
B4 0.77/0.01 0.66/0.03 0.72/0.02 0.77/0.02 0.69/0.02 0.73/0.02
B5 0.61/0.02 0.59/0.04 0.60/0.02 0.82/0.01 0.79/0.04 0.80/0.02
B6 0.43/0.01 0.58/0.01 0.50/0.01 0.59/0.02 0.64/0.01 0.62/0.01
B7 0.52/0.02 0.69/0.02 0.60/0.01 0.53/0.03 0.74/0.02 0.64/0.01
B8 0.59/0.02 0.53/0.03 0.56/0.02 0.73/0.02 0.71/0.02 0.72/0.01
B9 0.65/0.03 0.66/0.02 0.66/0.01 0.81/0.03 0.71/0.03 0.76/0.01
B10 0.39/0.01 0.56/0.01 0.48/0.01 0.54/0.01 0.68/0.01 0.61/0.01
B11 0.42/0.03 0.81/0.02 0.62/0.02 0.49/0.04 0.73/0.03 0.61/0.02
B12 0.40/0.02 0.51/0.02 0.45/0.01 0.60/0.04 0.68/0.01 0.64/0.02

for improved performance [51]. Earlier work in the
literature proposed to use the error-related brain
activity sequentially to either correct an executed
action [14, 24, 25] or to adapt a trained classi-
fier [26, 27]. A different approach in [22, 23], pro-
posed a motor imagery BCI for 1-D cursor control
that simultaneously integrated the user brain activ-
ity in response to the cursor change in its direc-
tion of movement. In this study, we went beyond

cursor direction changes and proposed a hybrid BCI
to simultaneously combine the feedback-related brain
activity to every cursor movement with the motor
imagery signal. We showed that across 12 parti-
cipants, they were able to control the BCI using the
proposed method significantly better than using the
conventional motor imagery BCI. Our results showed
that this improvement is significant in terms of the
classification accuracy of single cursor movements,
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Table 7. The sensitivity of the transferred online classifier (TRcal-TEon) in predicting the good (G) and bad (B) for the G/B-csp and
G/B-wm classifiers. The first number in each entry is the average accuracy across the 10 instances of the data and the second number
indicates the standard deviation.

ID G/B-csp(G) G/B-csp(B) G/B-csp G/B-wm(G) G/B-wm(B) G/B-wm

B1 0.71/0.03 0.50/0.02 0.60/0.02 0.62/0.04 0.56/0.02 0.59/0.02
B2 0.72/0.01 0.32/0.01 0.52/0.01 0.59/0.02 0.48/0.01 0.50/0.02
B3 0.74/0.07 0.65/0.05 0.69/0.05 0.72/0.06 0.65/0.06 0.67/0.04
B4 0.61/0.02 0.51/0.01 0.56/0.02 0.73/0.04 0.43/0.02 0.58/0.02
B5 0.87/0.04 0.70/0.02 0.78/0.03 0.84/0.06 0.58/0.02 0.72/0.03
B6 0.58/0.01 0.62/0.01 0.60/0.01 0.61/0.02 0.65/0.01 0.63/0.01
B7 0.43/0.03 0.66/0.01 0.55/0.02 0.55/0.03 0.67/0.03 0.61/0.02
B8 0.76/0.03 0.55/0.01 0.65/0.02 0.80/0.03 0.65/0.02 0.67/0.02
B9 0.74/0.03 0.63/0.01 0.69/0.01 0.63/0.03 0.73/0.02 0.64/0.02
B10 0.27/0.01 0.80/0.01 0.53/0.01 0.71/0.01 0.64/0.01 0.66/0.01
B11 0.47/0.06 0.62/0.03 0.55/0.03 0.71/0.05 0.68/0.03 0.68/0.03
B12 0.48/0.01 0.62/0.02 0.55/0.02 0.81/0.02 0.59/0.01 0.68/0.01

Table 8. The transferred online accuracy (TRcal-TEon) for the
R/L, G/B-csp, G/B-wm and R/L+G/B classifiers. For B1-B12, the
first number in each entry is the average accuracy across the 10
instances of the data and the second number indicates the
standard deviation. In the last row, each entry indicates the
average across participants for the corresponding column and the
second number indicates the standard error of the mean.

ID R/L G/B-csp G/B-wm R/L+G/B

B1 0.51/0.02 0.60/0.02 0.59/0.02 0.62/0.02
B2 0.55/0.01 0.52/0.01 0.50/0.02 0.57/0.01
B3 0.64/0.03 0.69/0.05 0.67/0.04 0.70/0.03
B4 0.72/0.02 0.56/0.02 0.58/0.02 0.73/0.02
B5 0.60/0.02 0.78/0.03 0.72/0.03 0.80/0.02
B6 0.50/0.01 0.60/0.01 0.63/0.01 0.62/0.01
B7 0.60/0.01 0.55/0.02 0.61/0.02 0.64/0.01
B8 0.56/0.02 0.65/0.02 0.67/0.02 0.72/0.01
B9 0.66/0.01 0.69/0.02 0.64/0.02 0.76/0.01
B10 0.48/0.01 0.53/0.01 0.66/0.01 0.61/0.01
B11 0.62/0.02 0.55/0.03 0.68/0.03 0.61/0.02
B12 0.45/0.01 0.55/0.02 0.68/0.01 0.64/0.02
AVR 0.57/0.02 0.61/0.02 0.63/0.02 0.67/0.02

average hit rate, the perceived subjective rate and
information-transfer rate.

We further showed that the performance of the
motor imagery classifier (R/L) was negatively affected
when transferred from calibration to the online
control. We believe that this is in part due to the
drift in the EEG data, but also in part due to the
fact that some participants performed worse than the
sham calibration feedback and this may be affecting
the transferability of the R/L classifier – as mentioned
earlier, during calibration, participants were provided
with sham feedback but were not aware of it. At the
same time, the error-related brain activity classifiers
(G/B-csp and G/B-wm) were both better transferred
from calibration to the online control than the R/L
classifier. In other words, G/B-csp and G/B-wm clas-
sifiers were able to provide a more reliable (consist-
ent from calibration to online) classifier than the
motor imagery R/L classifier. This difference may
also be influenced by the fact that the error-related
brain activity was time-locked to the stimulus onset as
opposed to the user-generated motor imagery signal.

Moreover, we hypothesize that the R/L signals could
be impacted by the G/B signals which occur in sim-
ilar frequency bands [17, 23]. However, for G/B, the
signals of ‘goodness’ and ‘badness’ were either not
affected or actually improved [49, 52] resulting in a
more consistent classifier from calibration to online
use.

Other work in the literature also mention that the
error-related brain activity can result in a reliable clas-
sifier over time. For instance, the authors in [53] and
[54] showed that a trained error-related brain activ-
ity classifier could be reliably used in a test session

over long periods of time. However, to the best of
our knowledge, our work is the first that provides
evidence comparing the reliability of the error-
related brain activity with that of the motor imagery
signal.

As mentioned earlier, error-related brain activity
was used in hybrid BCIs before, e.g. to correct mis-
takes of the primary motor imagery classifier, or to
improve it by providing labels for additional train-
ing data [14, 23, 24, 26, 27]. Error-related brain activ-
ity has also been used as the sole input for 2D cursor
control using a passive BCI [55–58]. This was imple-
mented using cognitive probing, i.e. the active elicita-

tion of automatic (in this case, error- or prediction-
related) brain response by the system without the
explicit involvement of the participant [59]. This
was implemented using a windowed-means approach
similar to the G/B-wm classifier used here. The cur-
rent data (see table 8) show that in the transferred
online accuracy while R/L+G/B outperforms both
R/L and G/B-csp classifiers, the performance of the
R/L+G/B classifier is not significantly different than
that of the G/B-wm classifier across participants.
Given this, one may ask whether a passive control
based on the G/B-wm classifier—i.e. a control based
solely on the error-related brain activity, as in [56] –
is capable of providing a comparable or even better
control compared to a hybrid BCI. Further comparis-
ons for each participant revealed that the R/L+G/B
classifier provided significantly better classification

14
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Figure 9. The transferability of the R/L+G/B classifier from calibration to online data. The red and blue bars in each plot indicate
the cross-validated calibration accuracy (TRcal-TEcal, i.e. trained and tested on the calibration data) and the cross-validated
online accuracy (TRon-TEon, i.e. trained and tested on the online data), respectively. The green bars on the other hand, represent
the transferred online accuracy (TRcal-TEon, i.e. trained on the calibration data and tested on the online data). AVR indicates the
averages across participants. Bar heights represent the average and the error bars indicate the standard deviation for individual
participants and the standard error of the mean for the average across participants (AVR).

accuracy for 6 participants (B1, B2, B4, B5, B8 and
B9). On the other hand, the G/B-wm classifier was
significantly better than the R/L+G/B for 2 parti-
cipants (B10 and B11). While the answer to this ques-
tion could very well be user-dependent, a possible
factor that is not answered in this study is whether
the error-related brain activity is different (poten-
tially more pronounced) when users are actively con-
trolling a BCI [60] than in a passive BCI.

5. Conclusion and future work

In this work, we showed the efficacy of our proposed
hybrid BCI that combines the motor imagery signal
with the error-related brain activity in response to
the BCI error. Our proposed BCI significantly outper-
forms the conventional motor imagery BCI in terms
of accuracy, information transfer rate and the per-
ceived subjective rate. We further analyzed the two
components of our proposed hybrid BCI, namely the
motor imagery and the error-related brain activity
classifiers.We showed for the first time that compared
to the motor imagery classifier, the classifier based
on the error-related brain activity is more consistent
with respect to transferring the trained classifier to
the online control. This finding helps explain why
the proposed hybrid BCI outperforms a conventional
motor imagery BCI, and may help improve other
forms of BCI as well.

Future work should compare the transferability of
the classifiers from calibration to online using other
approaches beyond common spatial patterns and
windowed-means (e.g. [11, 61–65]). Further study is
also required to conclude if a passive BCI based on
either the G/B-csp or G/B-wm classifiers or a com-
bination of the two, may be a better choice for some

participants as opposed to the proposed hybrid BCI.
Future work can also shed light on why the per-
formance of the motor imagery classifier is less con-
sistent than the error-related brain activity classifier.
This can allow us to better understand the interac-
tion between the two sources of information (i.e. the
error-related brain activity and the motor imagery
signal) and direct us to design an even more reliable
BCI system.
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Birbaumer N and Garipelli G 2018 Brain-computer
interfaces for post-stroke motor rehabilitation: a
meta-analysis Ann. Clin. Translational Neurol. 5 651–63

[7] Pfurtscheller G, Brunner C, Schlögl A and Da Silva F H L
2006 Mu rhythm (de) synchronization and EEG single-trial
classification of different motor imagery tasks NeuroImage
31 153–9

[8] Müller-Gerking J, Pfurtscheller G and Flyvbjerg H 1999
Designing optimal spatial filters for single-trial EEG
classification in a movement task Clin. Neurophysiol. 110
787–98

[9] Blankertz B, Tomioka R, Lemm S, Kawanabe M and Muller
K-R 2008 Optimizing spatial filters for robust EEG
single-trial analysis IEEE Signal Process. Mag. 25 41–56

[10] Hammon P S and de Sa V R 2007 Pre-processing and
meta-classification for brain-computer interfaces IEEE
Trans. Biomed. Eng. 54 518–25

[11] Lotte F, Bougrain L, Cichocki A, Clerc M, Congedo M,
Rakotomamonjy A and Yger F 2018 A review of classification
algorithms for EEG-based brain–computer interfaces: a 10
year update J. Neural Eng. 15 031005

[12] Shenoy P, Krauledat M, Blankertz B, Rao R P N and
Klaus-Robert M 2006 Towards adaptive classification for BCI
J. Neural Eng. 3 R13

[13] Schalk G, Wolpaw J R W, McFarlandand D J and
Pfurtscheller G 2000 EEG-based communication: presence
of an error potential Clin. Neurophysiol. 111 2138–44
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